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Configuration-Transition-Based
Connected-Component Labeling

Lifeng He, Senior Member, IEEE, Xiao Zhao, Yuyan Chao,
and Kenji Suzuki, Senior Member, IEEE

Abstract— This paper proposes a new approach to label-
equivalence-based two-scan connected-component labeling. We
use two strategies to reduce repeated checking-pixel work for
labeling. The first is that instead of scanning image lines one
by one and processing pixels one by one as in most conventional
two-scan labeling algorithms, we scan image lines alternate lines,
and process pixels two by two. The second is that by considering
the transition of the configuration of pixels in the mask, we
utilize the information detected in processing the last two pixels
as much as possible for processing the current two pixels. With
our method, any pixel checked in the mask when processing
the current two pixels will not be checked again when the next
two pixels are processed; thus, the efficiency of labeling can be
improved. Experimental results demonstrated that our method
was more efficient than all conventional labeling algorithms.

Index Terms— Pattern recognition, image analysis, connected
component, labeling.

I. INTRODUCTION

LABELING of connected components in a binary image
is one of the most fundamental operations in pattern

analysis, pattern recognition, computer (robot) vision, and
machine intelligence [1], [3], [6]. By use of the labeling
operation, a binary image is transformed into a symbolic
image in which all pixels belonging to a connected component
are assigned a unique label. Labeling is required whenever a
computer or a system needs to recognize independent objects
(connected components) in binary images as separate objects.

Many algorithms have been proposed for addressing this
issue. For ordinary computer architectures (in contrast to, e.g.,
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Fig. 1. Mask used in the block-based labeling algorithm, where the pixels
in bold face are pixels that should be considered for processing the pixels in
the current block.

parallel architectures) and 2D pixel-based images (in contrast
to run-based or hierarchical-tree-based images), there are
mainly two classes of labeling algorithms: label-equivalence-
based algorithms and label propagation algorithms.

Label-equivalence-based labeling algorithms process an
image in the raster-scan way, and complete labeling by the
following four basic processing steps:

(1) Provisional label assigning, i.e., assigning to each fore-
ground pixel a provisional label;

(2) Label equivalence recording, i.e., recording all provi-
sional labels that are found to belong to the same connected
component as equivalent labels;

(3) Label equivalence resolving, i.e., finding a unique rep-
resentative label for all equivalent labels;

(4) Label replacing, i.e., replacing each provisional label
with its representative label.

According to the number of times of scanning an image
for labeling, there are multi-scan algorithms [5], [15]
two-scan algorithms [7]–[10], [18], and one-and-a-half-scan
algorithms [11].

Recently, some new labeling algorithms were proposed.
He et al. [9] proposed a new two-scan labeling algorithm,
which uses equivalent label sets to record and resolve label
equivalences. They also proposed a one-and-a-half scan algo-
rithm [11], which is an improvement on the run-based two-
scan algorithm proposed in [8]. On the other hand, Grana et al.
proposed a block-based two-scan algorithm [4], which resolves
connectivity among 2 ×2 blocks, as shown in Fig. 1. Because
all foreground pixels in a 2×2 block are certainly 8-connected,
they belong to the same connected component and thus will
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Fig. 2. Mask used in the HCS algorithm.

be assigned the same label. Therefore, instead of assigning
to each foreground pixel a provisional label, this algorithm
assigns to each foreground-pixel-contained block a provi-
sional label. It uses equivalent-label sets, the same method
as proposed in [7], for recording and resolving label equiv-
alences among blocks. In the second scan, it assigns to all
foreground pixels in each block the representative label of
the block. However, for the current block, the number of
neighbors to be considered becomes 16, much larger than
pixel-based two-scan algorithms (which is 4), and the decision
tree generated by this algorithm contains 210 nodes, with
211 leaves sparse over 14 levels.

On the other hand, search and label propagation algorithms
first search an unlabeled foreground pixel from a given image.
If found, they label the foreground pixel with a new label;
then, in the later processing, they assign the same label to all
foreground pixels connected to the foreground pixel. All such
algorithms access an image in an irregular way. Therefore,
they are not suitable for pipeline processing, parallel imple-
mentation, or systolic-array implementations. Although they
are called one-scan algorithms, they usually need to process
the background pixels around the foreground pixels twice, and
all or some of the foreground pixels at least twice (perhaps
more); they are really not a one-scan algorithm. There are also
run-based algorithms [1] and contour-tracing algorithms [2].
According to the experimental results reported in [9], these
algorithms are inferior to label-equivalence-based algorithms.

This paper presents a new two-scan labeling algorithm. We
scan image lines alternate lines, and process pixels two by
two. By considering configuration transition in the mask, for
processing the current two pixels, we utilize the information
detected during processing the last two pixels as much as
possible. By our method, we can avoid checking the pixels
in the mask repeatedly; thus, the efficiency of labeling can be
improved. Experimental results demonstrated that our method
was more efficient than all conventional two-scan labeling
algorithms for most images.

II. PRELIMINARIES

The two-scan labeling algorithm proposed by He, Chao,
and Suzuki in [9] first uses equivalent-label sets to record
and resolve label equivalences. For convenience, we call this
algorithm the HCS algorithm. At any moment in the first scan,
all equivalent labels found so far are combined in an equivalent
label set, and the minimal label in an equivalent label set is
called the representative label of the set as well as all the
labels in the set. Moreover, an equivalent label set with the
representative label t is denoted as S(t), and the representative
label of a provisional label b is represented by r [b].

In the first scan, the HCS algorithm uses the mask shown in
Fig. 2 for processing the current pixel a. If it is a background
pixel, nothing needs to be done. Otherwise, the HCS algorithm
processes it as follows: if there is no foreground pixel (label)
in the mask, this means that the foreground pixel does not
connect to any foreground pixel processed up to now. At this
point, in the processed image area, the current foreground pixel
belongs to a new connected component consisting of itself
only. The HCS algorithm assigns a new provisional label m,
which is initialized to 1, to the current pixel a, establishes
the equivalent label set S(m) = {m} for the new connected
component, sets the representative label of m as itself, i.e.,
r [m] = m, and increases m by 1 for later processing.

On the other hand, if there are some foreground pixels
(labels) in the mask, then all such foreground pixels and the
current foreground pixel are 8-connected, and they belong to
the same connected component. In other words, all provisional
labels in the mask are equivalent labels, and they should be
combined. Suppose that u and v are equivalent labels that
belong to S(r [u]) and S(r [v]), respectively. If r [u] = r [v], the
two equivalent label sets are the same, and thus, they belong to
the same equivalent label set already; therefore, nothing needs
to be done. Otherwise, without loss of generality, suppose that
r [u] < r [v], i.e., r [u] is the smallest label in the two equivalent
label sets; then the combination of the two equivalent label sets
can be completed by the following operations:

S(r [u]) = S(r [u]) ∪ S(r [v]); (∀s ∈ S(r [v]))(r [s] = r [u]).
In this way, at any processing point in the first scan, all

equivalent provisional labels found so far are combined in an
equivalent label set with the same representative label.

As soon as the first scan is finished, all equivalent labels
of each connected component will have been combined in an
equivalent label set with a unique representative label. In the
second scan, by replacement of each provisional label with its
representative label, all foreground pixels of each connected
component will be assigned a unique label.

The HCS algorithm was improved in [10] by processing the
current foreground pixels following a background pixel and
those following a foreground pixel are processed in a different
way: for a foreground pixel following a background pixel, i.e.,
n4 in the mask shown in Fig. 2 is a background pixel, we do
not need to consider pixel n4 but the other three pixels in the
mask; for a foreground pixel following another foreground
pixel, i.e., n4 is a foreground pixel, we can assign pixel n4’s
provisional label to it, and then resolve the connectivity with
other foreground pixels (if any) in the mask. Because whether
the current foreground pixel follows a background pixel or
a foreground pixel can be known without any additional
computing cost, this algorithm is more efficient than the HCS
algorithm. For convenience, we call this algorithm the HCSI

algorithm.

III. OUTLINE OF OUR PROPOSED FIRST-SCAN METHOD

In the first scan, unlike most pixel-based two-scan labeling
algorithms, which scan image lines one by one and process
pixels one by one, our proposed algorithm uses the mask
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Fig. 3. Mask used in our algorithm.

Fig. 4. Three cases need to be considered for the two current pixels a and b.

shown in Fig. 3 to scan the given image alternate lines, and
to process pixels two by two.

A great merit in doing this is that the current pixel b can be
processed efficiently in cases where the current pixel a in the
scan line is a foreground pixel. If pixel b is a background pixel,
nothing needs to be done; otherwise, because the existence of
the pixel could not connect any two independent foreground-
pixel parts in the mask,1 after processing pixel a, we only
need to assign to pixel b pixel a’s provisional label (without
checking any of the other pixels and considering any label
equivalence resolving). For simplicity, in the case where the
pixel a is a foreground pixel, we will not mention how to
process pixel b hereafter.

The combinations that the two current pixels a and b should
be considered are the following three cases (see Fig. 4):

C1 – both pixel a and pixel b are background pixels;
C2 – pixel a is a foreground pixel and pixel b is either a

foreground pixel or a background pixel;
C3 – pixel a is a background pixel and pixel b is a foreground

pixel.

As we will show later, all configurations of the pixels in the
mask and the two current pixels that should be considered are
the nine configurations shown in Fig. 5, where a meaningless
pixel in the mask means whether it is a foreground pixel
or not does not affect the processing result, thus, can be
removed from consideration. For example, in the configuration
Cc shown in Fig. 5, for processing the two current pixels
a and b, we do not need to check pixel n1. When we go
to process the following two current pixels, pixel n1 will be
shifted out of the mask. Therefore, in this case, we do not
need to consider n1, it is a meaningless pixel.

For convenience, hereafter we use a shorthand notation,
{n1, n2, n3, n4, n5, a, b}, to denote the configuration consist-
ing of the pixels in the mask and the two current pixels.

1According to the analysis given in [12], only when two independent
foreground-pixel parts in the mask become connected by a foreground pixel
being processed, we need to consider resolving the label equivalence of the
two parts.

Fig. 5. Configurations of the mask and the two current pixels a and b.

Fig. 6. Transition of the configuration Ca .

Moreover, we use lower-case letters except a and b to denote
labels in the mask, # to denote a background pixel, $ to denote
a pixel which is either a foreground pixel or a background
pixel, and – to denote a meaningless pixel.

For case C1, we need to do nothing; the configuration is
Ca , i.e., {−, $, $, −, −, #, #}, shown in Fig. 5. Because the
next two pixels to be processed will be one of the three cases
C1, C2, and C3, as shown in Fig. 6, the configuration Ca will
transit to one of three configurations {$, $, $, #, #, a, b},
{$, $, $, #, #, #, b}, and {$, $, $, #, #, #, #}, i.e., Cb, Cc,
and Ca shown in Fig. 5.

For a case C2 that follows a case C1, whose configura-
tion is Cb as shown in Fig. 5, i.e., {$, $, $, #, #, a, b},
we need to consider the pixels n1, n2, and n3. According to
the strategy proposed in [9], we will check n2 first. If n2 is a
foreground pixel, it has been assigned a label u. We assign
u to the current pixel a,2 thus, the configuration becomes

2As mentioned above, because all of the foreground pixels in the mask such
that they are connected to the current foreground pixel(s) belong to the same
connected component, all provisional labels assigned to the foreground pixels
will be combined in the same equivalent label set. Therefore, the current
foreground pixel(s) can be assigned any provisional label of its foreground-
pixel neighbors.
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Fig. 7. Transition of the configuration Cb: (a) in the case where n2 is a
foreground pixel u; (b) in the case where n2 is a background pixel and n3 is
a foreground pixel ν; (c) in the case where both n2 and n3 are background
pixels.

{$, u, $, #, #, u, b}. Here, we do not need to check pixel n1
and pixel n3, because, if they are foreground pixels, they are
known to be eight-connected with pixel n2 before processing
the current two pixels; thus, they should belong to the same
equivalent-label set already. Because the next two pixels to
be processed will be one of the three cases C1, C2, and C3,
the configuration will transit to one of {u, $, $, u, $, a, b},
{u, $, $, u, $, #, b}, and {u, $, $, u, $, #, #} as shown
in Fig.7(a), i.e., the configurations Cd , Cg , and Ca shown in
Fig. 5, respectively.

Secondly, if pixel n2 is a background pixel and pixel n3 is
a foreground pixel, then n3 has been assigned a label v, and
we assign the label v to the current pixel a; thus, configuration
becomes {$, #, v, #, #, v, $}. If pixel n1 is a foreground pixel,
we resolve the label equivalence between the label of pixel
n1 and v. Because the next two pixels to be processed will
be one of the three cases C1, C2 and C3, the configuration
{$, #, v, #, #, v, $} will transit to one of the configurations

{#, v, $, v, $, a, b}, {#, v, $, v, $, #, b} and {#, v, $, v, $, #, #}
as shown in Fig.7(b); i.e., the configurations Ce, Cg , and Ca

shown in Fig. 5, respectively.
Lastly, if both pixel n2 and pixel n3 are background pixels,

the configuration is {$, #, #, #, #, a, $}. We assign to the
current pixel a the same provisional label assigned to pixel n1
if pixel n1 is a foreground pixel; otherwise, we assign to the
pixel a a new provisional label. Let w be the label assigned to
pixel a. Because the next two pixels to be processed will also
be one of the three cases C1, C2, and C3, this configuration
will transit to one of the three configurations {#, #, $, w, $,
a, b}, {#, #, $, w, $, #, b}, and {#, #, $, w, $, #, #} as shown
in Fig.7(c); i.e., the configurations C f , Cg , and Ca shown in
Fig. 5, respectively.

All other configurations shown in Fig. 5 can be analyzed
in a similar way. The configuration transition diagram for our
method is shown in Fig. 8, where, for simplicity, all transitions
from each configuration to the configuration Ca are omitted.

IV. COMPARATIVE EVALUATION

We mainly compared our algorithm with the HCSI algo-
rithm and the block-based algorithm proposed in [4]. For
convenience, we denote the block-based algorithm as BL
algorithm.

An experiment was performed on a Dell Optiplex GX745
Intel(R) Core(TM)2 CPU 6300, 1.86 GHz & 1.86 GHz,
1.99 GB RAM with Microsoft Windows XP Professional Ver-
sion 2002 Service Pack, using a single core for the processing.
All algorithms used for our comparison were implemented in
C++ language by use of the OpenCV library and compiled
on Windows by use of Visual Studio 2008. The program
related to the HCSI algorithm was provided by its authors, and
that of the BL algorithm was downloaded from the authors’
providing website [19]. All experimental results presented in
this section were obtained by selecting the minimum time over
10 runs in order to remove possible outliers due to other tasks
executed by the operating system. Moreover, for any image,
the labeling result obtained by any algorithm is exactly the
same.

Images used for testing were composed of four types:
artificial images, natural images, texture images, and medical
images.

Artificial images contain specialized patterns (stair-
like, spiral-like, saw-tooth-like, checker-board-like, and
honeycomb-like connected components) [9] and noise images.
The dataset of noise images was also downloaded from [19];
these consisted of six different image sizes (128 × 128,
256 × 256, 512 × 512, 1024 × 1024, 2048 × 2048, and
4096×4096 pixels) with 6 different foreground densities (from
0.1 to 0.9). For every combination of size and density, there
are 10 images; thus, there are 540 images in total. Because
connected components in such noise images have complicated
geometric shapes and complex connectivity, severe evaluations
of labeling algorithms can be performed with these images.

On the other hand, 50 natural images, including landscape,
aerial, fingerprint, portrait, still-life, snapshot, and text images,
obtained from the Standard Image Database (SIDBA) devel-
oped by the University of Tokyo [20] and the image database
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Fig. 8. Configuration transition diagram.

Fig. 9. Execution time (ms) versus the number of pixels in an image.

of the University of Southern California [21], were used
for realistic testing of labeling algorithms. In addition, seven
texture images, which were downloaded from the Columbia-
Utrecht Reflectance and Texture Database [22], and 25 medical
images obtained from a medical image database of The Uni-
versity of Chicago, were used for testing. All of these images
were 512 × 512 pixels in size, and they were transformed
into binary images by means of Otsu’s threshold selection
method [14].

A. Execution Time Versus the Size of an Image

We used all noise images to test the linearity of the
execution time versus image size. The results are shown in
Fig. 9. We can see that both the maximum execution time
and the average execution time for all of the four algorithms
have the ideal linear characteristics versus image size. The
maximum execution time of the BL algorithm was almost
the same as that of the HCSI algorithm, and the execution
time of the BL algorithm was a little shorter than that of the
HCSI algorithm. Moreover, the maximum execution time of
our algorithm was even smaller than the minimum execution
times of the other two algorithms.

Fig. 10. Execution time (ms) versus the density.

B. Execution Time Versus the Density of an Image

Noise images with a size of 4096 × 4096 pixels were used
for testing the execution time versus the density of an image.
The results are shown in Fig. 10, where the value for each
density is the average execution time on the ten images of that
density. The performance of the HCSI algorithm was better
than that of the BL algorithm for the images with densities
lower than 0.5, but worse for the images with densities larger
than 0.5. For all density images, our algorithm was faster than
the two others.

C. Comparisons in Terms of the Maximum, Average, and
Minimum Execution Times

Natural images, medical images, texture images, and artifi-
cial images with specialized shape patterns were used for this
test.

The maximum, average, and minimum execution times for
each kind of image of the algorithms used for comparison are
shown in Table 1, where σ indicates the standard deviation.
We find that, in most cases, the efficiency of the BL algorithm
was better than that of the HCSI algorithm, and that of
our algorithm was much better than those of the other two.
Moreover, in any case, the standard deviation of our algorithm
is the smallest one.

The execution time (in ms) for the selected six images
is illustrated in Fig. 11, where the foreground pixels are
displayed in black, and where the value of D indicates the
density of an image.

V. DISCUSSION

A. Comparisons With the HCSI Algorithm

For processing a foreground pixel, the HCS algorithm needs
to consider four pixels in the mask. Because there are common
pixels in the mask of two sequential foreground pixels, a pixel
might be checked several times. For example, when processing
the pixel f shown in Fig. 10 (thus, pixel f is checked), the
HCS algorithm will check the pixels a, b, c, and e. When
continuing to process the pixel g, it will check the pixels
f , b, c, and d . Thus, the pixels f , b, and c are checked
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Fig. 11. The density and execution time (ms) for the selected six images:
(a) a fingerprint image; (b) a portrait image; (c) a text image; (d) a snapshot
image; (e) a medical image; (f) a texture image.

repeatedly. Moreover, when processing the pixel j later in the
next line, the pixel f will be checked again.

The HCSI algorithm improved the HCS algorithm by
processing foreground pixels following a background pixel,
and those foreground pixels following a foreground pixel are
processed in a different way. By use of this idea, the pixel
followed by the current foreground pixel can be removed
from the mask [10]. In other words, for processing the current
foreground pixel, the algorithm does not need to check its left
neighbor. Thus, for processing a foreground pixel, the average
number of times for checking the processed neighbor pixels
in the first scan can be reduced. Because whether the current

TABLE I

VARIOUS EXECUTION TIMES (IN ms) FOR VARIOUS TYPES OF IMAGES

foreground pixel follows a background pixel or a foreground
pixel can be known without any additional computational
cost, this algorithm is more efficient than the HCS algorithm
for all images.

However, the improvement made by the HCSI algorithm is
not sufficient. For example, when processing the foreground
pixel f shown in Fig. 12, it will check the pixels a, b,
and c; thus, the pixel c is known as a background pixel.
When continuing to process the foreground pixel g, the pixel c
will be checked again. In other words, the information that
the pixel c is a background pixel obtained during processing
the pixel f is not utilized for processing the pixel g, and
repeated checking work is done. Moreover, when processing
the pixel j later, the same as the HCS algorithm, the HCSI

algorithm will check the pixel f , and the information that
pixel f is a foreground pixel is not utilized. This is also a
repeated checking.

In comparison, in our algorithm, the information that the
pixel c is a foreground pixel obtained during processing the
foreground pixel f is used for processing the foreground
pixel g, since we just assign the provisional label of the fore-
ground pixel f to the foreground pixel g without checking any
pixel. Moreover, in our method, the foreground pixels f and j
will be processed simultaneously, where the foreground pixel j
is assigned the same provisional label assigned to the pixel f
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Fig. 12. An example for explaining the problem of the HCSI algorithm.

Fig. 13. Execution time (ms) versus the density of foreground pixels in an
image: (a) second scan, and (b) first scan.

without checking any pixel. Thus, the repeated checking work
made by the HCSI algorithm is avoided in our algorithm.

Because the second scan made by the HCSI algorithm
and that by our proposed method are exactly the same, the
execution time of the second scan of the HCSI algorithm and
that of our proposed algorithm are almost the same for each
image, as shown in Fig. 13 (a); thus, the efficiency of our
proposed algorithm related to the HCSI algorithm is achieved
in the first scan (see Fig. 13 (b)) by avoiding checking pixels
repeatedly.

B. Comparisons With the BL Algorithm

The main idea of the BL algorithm is to consider each
2 × 2 pixel block as a “super pixel”. Because all foreground
pixels in a block are certainly 8-connected, and will thus be
assigned the same label, the connectivity of the foreground
pixels in a block need not be resolved. Instead of assigning
to each foreground pixel a provisional label, it assigns to
each foreground block3 a provisional label,4 and resolves
label equivalences among foreground blocks by use of the
equivalent-label-set technique proposed in [6], [9]. During
the second scan, it assigns to each foreground pixel in a
block the representative label of the block. Thus, it can
reduce provisional label assignment work in the first scan.
Moreover, it can avoid repeatedly checking the pixels in the
block.

The main problems with the BL algorithm are: (1) the
number of neighbor pixels to be considered for processing
a block becomes 12, i.e., the average number of the pixels
checked for processing a pixel in the block is 12/4 = 3, equal
to that in the HCSI algorithm. Moreover, the decision tree gen-
erated by this algorithm contains 210 nodes, with 211 leaves
sparse over 14 levels. The length of its program source codes
provided by the authors is over 1600 lines. Thus, this algorithm
has too many rules for a reader to understand and verify.
(2) Although this algorithm can avoid repeatedly checking
the pixels in the block, similar to the HCSI algorithm, many
pixels will still be checked repeatedly. For example, in the BL
algorithm, the pixels d , e, i , j , and k in the mask shown in
Fig. 1, which are checked for processing the current block,
together with the pixels o, p, and t in the current block
might be checked again when the next block is processed.
In comparison, our algorithm is much simpler than the BL
algorithm, and easy to follow. The length of the codes of our
algorithm is less than 600 lines. In our algorithm, when a pixel
is checked for processing the current pixels, the information
that the pixel is a foreground pixel or a background pixel
will be utilized for processing the next pixel. In other words,
any pixel in the mask checked in processing the current two
pixels will not be checked again when processing the next
two pixels. Thus, the repeated work for checking pixels has
been reduced as much as possible. For any image used in
our experimental test, our algorithm is faster than the BL
algorithm.

Moreover, the second scans of both the HCSI algorithm
and our proposed algorithm just replaces the value of each
pixel a with its representative value r [a] without checking
its value. Therefore, for all images with the same size, the
execution times are almost the same (see Fig. 13 (a)). However,
when the BL algorithm processes a block in the second scan,
it first needs to check the value of the representative label
of a block. If the value is 0, it means that there is no
foreground pixel in the block, and the BL algorithm assigns
0 to each pixel of the block. Otherwise, it means that there

3A foreground block is a block such that there is at least one foreground
pixel in the block.

4In fact, this idea is similar to that proposed in [11], where each run
(the maximum set of continuous foreground pixels in a row) is assigned a
provisional label.
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Fig. 14. An example for explaining the application of our strategy.

is at least a foreground pixel in the block. In this case,
the BL algorithm checks each pixel in the block. For each
foreground pixel in the block, it assigns to the pixel the
representative label of the block, and for each background
pixel, it assigns 0 to the pixel. Therefore, in the second scan,
the BL algorithm usually does more work than the other
two algorithms, and the more of foreground block an image
is, the more time the BL algorithm will take to process it
(see Fig. 13 (a)).

On the other hand, in the first scan, the BL algorithm
assigns a provisional label to each foreground block, whereas
both the HCSI algorithm and our proposed algorithm assign
a provisional label to each foreground pixel; thus, for high-
density images, the BL algorithm will do much less such
work than the other two. Therefore, when the density of an
image is large than 0.65, the first-scan method of the BL
algorithm will be more efficient than that of our proposed
algorithm, as shown in Fig. 12 (b), and when the density
of an image increases, the efficiency difference between our
algorithm and that of the BL algorithm will decrease, as shown
in Fig. 10.

In principle, our proposed method can be used for improv-
ing the BL algorithm to avoid checking pixels repeat-
edly; however, it will make the algorithm much more
complicated.

C. Application of Our Strategy to Other
Moving Window Operations

Our strategy, which reduces computational cost by utilizing
information obtained previously for currently processing, can
be applied to other moving window operations. For exam-
ple, by the moving average method for noise reduction, the
value of pixel e, say, Ve, in Fig. 14 can be calculated by
(a + b + c + d + e + f + g + h + i)/9. On the other
hand, if we record the information M1 = a + b + c and
M2 = d + e + f before processing pixel e, when processing
pixel e, after calculating M3 = g + h + i , then we can also
calculate Ve by (M1 + M2 + M3)/9. Obviously, the compu-
tational cost of the latter method is smaller than that of the
former one.

VI. CONCLUSION

In this paper, we presented two strategies for improving the
first scan of label-equivalence-based two-scan-labeling algo-
rithms. By processing image lines two by two, and considering

the transition of configurations of pixels in the mask, we
can reduce the repeated work for checking pixels and, there-
fore, achieve a more efficient processing than conventional
labeling algorithms. In future work, we plan to extend our
algorithm to include three-dimensional connected component
labeling [12], [13], [17].
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