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Abstract: This paper presents an efficient algorithm for computing sub-Herbrand universes for arguments of functions 

and predicates in a given clause set. Unlike the previous algorithm, which processes all clauses in the given clause set 

once for computing each sub-Herbrand universe, the proposed algorithm computes all sub-Herbrand universes in the 

clause set by processing each clause in the clause set only once. We prove the correctness of our algorithm, and we pro-

vide experimental results on theorem proving benchmark problems to show the power of our approach. 

INTRODUCTION 

 Herbrand's theorem [1] is the basis for most modern 

automatic proof procedures in automated first-order theorem 

proving. By Herbrand's theorem, for a given clause set S, a 

special universe, called Herbrand universe, can be created 

automatically. S is unsatisfiable if and only if there is an un-

satisfiable set of ground instances of clauses of S, where a 

ground instance of a clause is derived by instantiating vari-

ables in the clause with elements of the Herbrand universe of 

S. Herbrand's theorem enables us to make theorem proving 

mechanical. However, theorem proving methods based di-

rectly on Herbrand's theorem, e.g., the multiplication method 

[2], are usually inefficient, because there may be too many 

ground instances that need to be considered. 

 Addressing to this problem, He et al. [3] proposed a 

method for computing a sub-universe of the Herbrand uni-

verse, denoted a sub-Herbrand universe, for each argument 

of predicates or functions in a given clause set S, and they 

proved that S is unsatisfiable if and only if there is a finite 

unsatisfiable set of ground instances of clauses of S derived 

by instantiating each variable, which appears as an argument 

of predicate symbols or function symbols, in S over its corre-

sponding sub-Herbrand universes. Because such sub-

universes are usually smaller (sometimes considerably so) 

than the Herbrand universe of S, the number of ground in-

stances that need to be considered for reasoning can be re-

duced in many cases. Their experimental results demon-

strated that this improvement is efficient for model genera-

tion theorem proving approach [4-6]. 

 However, the algorithm proposed in [3] is inefficient. In 

order to compute a sub-Herbrand universe corresponding to 

an argument in a given clause set S, it has to processes all  
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clauses in S once. For a large clause set, it takes more than 

hours to finish the computation. 

 This paper presents an efficient algorithm for computing 

sub-Herbrand universes in a clause set. Unlike the previous 

algorithm mentioned above, the proposed algorithm com-

putes all sub-Herbrand universes in a given clause set S by 

processing each clause in S only once. The experimental 

results on theorem proving benchmark problems demonstrate 

that the proposed algorithm is much efficient than the previ-

ous one. 

 The rest of the paper is organized as follows: We review 

the previous algorithm proposed in [3] in the next section, 

then introduce our efficient algorithm in Section 3. Section 4 

shows the correctness of our approach, and Section 5 reports 

the experimental results on benchmarks. Lastly, we give our 

conclusion in Section 6. 

REVIEW OF THE PREVIOUS ALGORITHM 

 In this paper, the lower-case letters are used to represent 

predicate symbols, function symbols and constants, while the 

upper-case letters are used for atoms and variables. On the 

other hand, the Greek letters are used to represent arbitrary 

predicate symbols, function symbols, terms, substitutions, 

and other necessary information. A predicate (function)  

with n arguments is called n-place predicate (function), and 

the ith (1  i  n) argument of  is denoted to i .  is 

denoted the empty set, A I  means that A is a member of I. 

Moreover, we view clauses as sets and assume that there is 

no same variable symbol in different clauses of a given 

clause set. 

 Let S be a set of clauses. Similar as in [3], for conven-

ience, we use SHU to denote sub-Herbrand Universe, and 

app ( , i ) to denote that a term  appears as a value of 

an argument i  in S. For example, suppose if there is 

p(f(a), X) in S, then we have app(a, f 1 ), app(f(a), p 1 ), 

and app(X, p 2 ). 
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 Definition 1 (same domain argument). Arguments that 

hold the same SHU are called the same domain arguments 

(SD arguments). 

 Algorithm 1 (Algorithm for computing a preliminary 

SHU). Let S be a set of clauses, and i , an argument in S. 

The selected constant c is a constant arbitrarily selected from 

S if there is any, otherwise, it is an artificial constant. 

 The preliminary SHU for i  is a set H derived as 

follows: 

1. Initially, set H = , M = { i }, and N = . 

2. If M is empty, then H is the preliminary SHU for 

i , and all arguments in N are SD arguments. 

However, if H contains no constant, then H = H {c}. 

On the other hand, if M is not empty, continue. 

3. Move the first element j  of M to N. For each 

app( , j ) in each clause C of S:   

(1) if  is a constant c. Let H = H {c}; 

(2) if  is functional term with function symbol f. 

Let H = H V f , where V f  is the possi-

ble value set corresponding to f, whose defini-

tion will be given later; 

(3) if  is a variable X. For each argument k  

such that there exists app(X, k ) in C, add 

the argument k  into M if k  M N. 

4. Go to Step 2. 

 When the above algorithm terminated, all argument in N 

are SD arguments. 

 Algorithm 2 (Algorithm for deriving all preliminary 

SHUs). Let S be a clause set. All preliminary SHUs for the 

arguments of predicate symbols and function symbols in S 

can be established as follows: 

1. Let T be the set of all arguments of predicate symbols 

and function symbols in S, j = 0. 

2. If T is empty, terminate; H1 , …, H j , are the derived 

preliminary SHUs. All arguments in Nk  (1  k  j) 

are SD arguments and have the same SHU Hk . Oth-

erwise, if T is not empty, continue. 

3. Let i  be the first element of T, j = j+1. Accord-

ing to Algorithm 1, derive the preliminary SHU H j  

for the argument i  and the set N j  of the same 

SHU arguments of i . Remove all elements of 

N j  from T, and go to Step 2. 

 All SHUs of the arguments of predicate symbols and 

function symbols in a set of clauses in the form of the Her-

brand universe can be generated as follows: 

 Algorithm 3 (Algorithm for deriving SHUs in the form 

of the Herbrand universe). 

 Let S be a clause set, and f1, …, fm, all function symbols 

in S, and H1 , …, Hn , the preliminary SHUs of arguments 

of predicate symbols and function symbols in S derived ac-

cording to Algorithm 2. For each i such that 1  i  n, let Ci  

be the set of constants that appear in Hi , let Hi
*(0) = Ci , 

and for each j such that 1  j  m, V *( f j , 0) =  . 

 Suppose that for 1  j  m, f j  is an hj -place function 

symbol, and the SHU for the argument f j t  (1  t  hj ) is 

Hut
, where 1  ut   n. For k = 0, 1, 2, …, let V *( f j , k +1)= 

{ f j ( 1, , hj
)  | 1 Hu1

* (k) , …, hj
Huhj

*
(k)), and 

Hi
*(k +1) = Hi

*(k) {V *( f j , k +1)  | V f j  Hi }. 

 Then, V *( f j , )  is the set of the possible values of f j , 

and Hi
*( )  is the form of the Herbrand universe of Hi . 

 The above algorithm for computing SHUs in a give 

clause set S is not efficient. According to Algorithm 1, to 

computer an SHU corresponding to an argument i , it 

processes all clauses in S once, and at that time, it matches 

i  with every argument in S. For this reason, when the 

number of arguments in S and the number of SHUs in S are 

large, it will take too long time to finish the computation. For 

example, there are many problems in TPTP library 

(http://www.cs.miami.edu/~tptp/), a theorem proving 

benchmark problem library, such that the running times for 

their SHUs computation exceed 300 sec, which is the limita-

tion time of general theorem proving contests (see 

http://www.cs.miami.edu/~tptp/CASC/). 

THE PROPOSED ALGORITHM 

 We present an efficient algorithm that computes all SHUs 

in a given clause set S by processing each clause in S only 

once. 

 Definition 2 (Arguments corresponding to a variable). 

Let C be a clause in a set S of clauses. Every occurrence of a 

variable X in C is an argument of a predicate or a function in 

C. Such arguments are called the arguments corresponding 

to variable X. 

 For example, in clause ¬p(X, f(Y))  q(X)  r(Y), the 

arguments corresponding to variable X are p 1  and q 1 , 

and those for variable Y are f 1  and r 1 . 

 Lemma 1. All arguments corresponding to a variable in a 

clause are SD arguments. 

 Because all arguments corresponding to a variable in a 

clause are certainly substituted by the same term during rea-

soning, Lemma 1 is obviously true. 

 Lemma 2. Let D1  and D2  be two sets of SD arguments. 

If D1  and D2  contain a common argument, then all argu-

ments in D1  and D2  are SD arguments. 

 According to Definition 1, the proof of Lemma 2 is trivial. 

Obviously, if D1  and D2  contain the same argument, then 

they can be combined. 
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 Algorithm 4 (Algorithm for computing the sets of SD 

arguments in a clause). Let C be a clause. The sets of SD 

arguments in C can be derived as follows: 

1. Let X1 , …, Xn  be the variables in C. For each Xi  (1 

 i  n), let D1 , …, Dm  be the candidate sets of SD 

arguments that have been established (initially none), 

and D the set of SD arguments corresponding to Xi . 

Suppose that D j 1
, …, D ju

 (1 jt m ,1  t  u) are 

the sets of SD arguments such that there is a common 

argument in D and Djt
. Remove D j 1

, …, D ju
, and 

add D D j 1
… D ju

 as a new candidate set of 

SD arguments. However, if there is no such argument, 

just add D as a new candidate set of SD arguments. 

2. For each of constants and functions in C, it is an oc-

currence of an argument, say, , in C. If  does not 

belong to any of the candidate sets of SD arguments 

that have been derived, then add the set { } as a new 

candidate set of SD arguments in C. 

 After all variables, constants, and functions have been 

processed, the derived candidate sets of SD arguments are 

the sets of SD arguments in C. 

 Algorithm 5 (Algorithm for computing the sets of SD 

arguments in a clause set). Let S be a clause set,C1 , …,Cn , 

the clauses in S. All sets of SD arguments in S can be derived 

by processing Ci  (1  i  n) one by one as follows: 

 Let D1 , …, Dm  be the candidate sets of SD arguments 

being established (initially none), and F1 , …, Ft , the sets of 

SD arguments in Ci . For each Fj  (1  j  t), let Dp1
, …, 

Dpu
 (1  pk   t, 1  k  u) be the sets of SD arguments such 

that there is a common argument in Fj  and Dpk
. Remove 

Dp1
, …, Dpu

, and add Fj Dp1
…  Dpu

 as a new can-

didate set of SD arguments. If there is no such argument, 

simply add Fj  as a new candidate set of SD arguments. 

 After all clauses are processed, the derived candidate sets 

of SD arguments are the sets of SD arguments in S. 

 Because there are only finite arguments of predicates and 

functions as well as finite clauses in a set of clauses, the 

above algorithm certainly terminates finitely. Moreover, be-

cause all sets of SD arguments that contain a common argu-

ment are combined whenever they are found, when the 

above algorithm terminates, each argument in the given 

clause set belongs and only belongs to a set of SD arguments. 

 Example 1. Let S be the following clause set: 

 p1 (c). 

 p2 (f(c)). 

 p1 (X) p2 (X). 

 By the algorithm given in Algorithm 4, for clause ¬ p1 (c), 

we can derive a set of SD arguments: D1  = { p1 1 }; for 

clause ¬ p2 (f(c)), we can derive two sets of SD arguments: 

D2 = { p2 1 }, and D3 = { f 1 }; and for clause p1 (X)  

p2 (X), we can derive a set of SD arguments: D4 = { p1 1 , 

p2 1 }. 

 By the algorithm given in Algorithm 5, after processing 

clause ¬ p1 (c), we have one candidate set of SD arguments 

D1  = { p1 1 }; after processing clause ¬ p2 (f(c)), we have 

three candidate set of SD arguments D1  = { p1 1 }, D2 = 

{ p2 1 } and D3 = { f 1 }. When processing the clause 

p1 (X) p2 (X), because there are p1 1 D1  and 

p1 1 D4 , as well as p2 1 D2  and p2 1 D4 , D1 , 

D2  and D4  are removed, and D5 = D1 D2 D4 = { p1 1 , 

p2 1 } is added. 

 As a result, we finally derive two sets of SD arguments in 

S, renamed as: G1  = { f 1 }, G2  = { p1 1 , p2 1 }. 

 Definition 3 (The constant set and function set corre-

sponding to a set of SD arguments). Let S be a clause set, 

and G a set of SD arguments in S. The constant set C (func-

tion set F) corresponding to G is the set of constant c (func-

tion f) such that there is app(c, ) (app(f, )) and G. 

However, if C is empty, let C = {a}, where a can be an arbi-

trary constant occurring in the Herbrand universe of S. 

 Example 2. Let S be the clause set, G1  and G2  the de-

rived sets of SD arguments in Example 1. 

 By Definition 3, the constant set and function set corre-

sponding to G1  are {c} and , respectively, and those corre-

sponding to G2  are {c} and {f}, respectively. 

 All SHUs (in the form of Herbrand Universe) of argu-

ments of predicates and functions in a set of clauses can be 

generated as follows: 

 Algorithm 6 (Algorithm for computing SHUs in a clause 

set). Let S be a clause set. Let G1 , …, Gn  be the sets of SD 

arguments in S derived by the algorithm given in Algorithm 

5, Ci  and Fi  (1  i  n), the constant set and function set 

corresponding to Gi , respectively. 

 For each i such that 1  i  n, let Hi (0) = Ci , and for 

each function f such that f  Fi , let V(f, 0) = . 

 Suppose that f is an h-place function, and f t  Gut
, 

where 1  t  h, 1  ut  n. For k = 0, 1, 2, …, let V(f, k+1) = 

V(f, k) {f( 1 , …, h ) | t  Hut
(k) }, and Hi (k+1) = 

Hi (k) {V(f, k+1) | f  Fi }. 

 Then Hi ( ) is the SHU (in the form of Herbrand Uni-

verse) for the arguments in Gi . 

 Example 3. Let S be the clause set given in Example 1. 

From Example 1, we have two sets of SD arguments: G1  = 
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{ f 1 }, G2  = { p1 1 , p2 1 }. From Example 2, we have 

C1  = {c}, F1  = , C2 = {c}, and F2  = {f}. 

 By the algorithm given in Algorithm 6, 

 V(f, 0) = , 

 H1 (0) = C1  = {c}, 

 H 2 (0) = C2  = {c}; 

 V(f, 1) = {f(c)}, 

 H1 (1) = H1 (0) = {c}, 

 H 2 (1) = H 2 (0) V(f, 0) = {c, f(c)}; 

 V(f, 2) = {f(c)}, 

 H1 (2) = H1 (1) = {c}, 

 H 2 (2) = H 2 (1) V(f, 2) = {c, f(c)}; 

  

 V(f, ) = {f(c)}, 

 H1 ( ) = {c}, 

 H 2 ( ) = {c, f(c)}. 

 That is, the SHU for f 1  is H1 ( ), and that for p1 1  

and p2 1 is H 2 ( ). 

CORRECTNESS 

 For convenience, similarly in [3], we use D  to de-

note the set of SD arguments that contains argument , 

H[ D ] the SHU for the arguments in D , and 

C[ D ] and F[ D ], the constant set and the function set 

corresponding to D , respectively. 

 Definition 4 (SHU ground instance). Let S be a set of 

clauses, and C a clause in S. An SHU ground instance of C is 

a clause obtained by replacing each variable X in C by a 

member of the SHU for the arguments corresponding to X. 

 Lemma 3. Any SHU ground instance of a clause C is a 

ground instance of C. 

 Proof. According to the algorithm given in Algorithm 6 

and Definition 3, only the constants and functions occurring 

in S are used for generating SHUs, therefore, any SHU is a 

subset of Herbrand universe of S, and then an SHU ground 

instance of a clause C is a ground instance of C (but the con-

verse is not always true). 

 Definition 5 (Depth of a ground term). Let  be a 

ground term. The depth of , denoted by dep , is defined 

as follows: 

1. dep =1 if  is a constant; 

2. dep
 
f ( 1,…, n ) =h+1, where h is the maximum 

value among dep 1 ,  … , dep n . 

 For example, dep f (a,b)  = 2, dep f (a, g(b, c)  = 3, 

and dep f (a, g(b,h(c))  = 4. 

 Algorithm 7 (Algorithm for driving an unsatisfiable set 

of ground instances). Let S be an unsatisfiable set of clauses. 

Then the empty clause can be derived from S by resolution. 

We can obtain an unsatisfiable set of ground instances of 

clauses of S by recording the clauses used in resolution as 

follows: 

1. When deriving a factor C  of a clause C, instead of 

deleting all repeated literals from C , we underline 

each of them; 

2. When deriving a resolvent, instead of deleting the two 

literals resolved up, we underline each of them. 

 The underlined literals will not be used in further resolu-

tion. However, they are instantiated by substitutions used in 

resolution. If we ignore underlines, a resolvent can be con-

sidered as a disjunction of instances of the clauses in S. A 

clause with all literals underlined corresponds to the empty 

clause. When such a clause, called an extended empty clause, 

is derived, for each variable X that remained in the clause (if 

any), let  be an argument corresponding to X. We substi-

tute X with a constant in C[ D ]. Let E be the resulting 

clause. If we ignore all underlines, E is a disjunction of 

ground instances the clauses in the given clause set. Let SE  

be the set of such ground instances. Then SE  is an unsatis-

fiable set of ground instances of clauses of S. 

 Example 4. Let S be the following unsatisfiable set of 

clauses: 

p(f(a, X1 ), X2 )     (1) 

p(a, X3 ) p( X4 , X3 )    (2) 

p( X5 , X6 )  p(f( X5 , b), X6 )   (3) 

 By the algorithm given in Algorithm 7, the empty clause 

can be derived as follows: 

i) from clause (2), by we can derive a factor, p(a, 

X3 ) p(a, X3 )      (4) 

ii) by resolve (4) and (3), we have, p(a, X3 )  

p(a, X3 )  ¬ p(a, X3 ) p( f (a,b), X3 )   (5) 

iii) by resolve (5) and (1), we have, p(a, X3 )   

p(a, X3 )   ¬ p(a, X3 ) p( f (a,b), X3 )  

¬p( f (a,b), X3 )      (6) 

 Because all literals in clause (6) are underlined, clause 

(6) is an extended empty clause. By Definition 3, because 

there is not any constant c such that there is app(c, p 2 ) in 

S, we take C[D p 2 ]  = {a} (Of course, we could also take 

C[D p 2 ]  = {b}). Substituting all variable X3  in clause 

(6) with constant a, we can obtain clause E: 
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p(a,a) p(a,a)  ¬ p(a,a)   p( f (a,b),a)  

¬p( f (a,b),a)      (7) 

 Then the unsatisfiable set 
E
S  of ground instances of 

clauses of S derived from clause (7) is: 

¬p( f (a,b),a)  …… a ground instance of clause (1) 

p(a,a) p(a,a)  …… a ground instance of clause (2) 

¬ p(a,a) p( f (a,b),a)  …… a ground instance of clause (3) 

 Lemma 4. Let S be a set of clauses, T a factor or a resol-

vent derived in resolution on S, and X a variable in T. Then 

all arguments corresponding to X in T are SD arguments. 

 Proof. We prove Lemma 4 by induction on the following 

statement: I(n): Suppose that Tn  is the clause derived in the 

n-th step in resolution. Then all arguments corresponding to 

a variable X in Tn  are SD arguments. 

 Base case: Show I(0). T0  is a clause in S. According to 

Lemma 1, all arguments corresponding to a variable X in T0  

are SD arguments. 

 Induction step: Suppose that I(0), …, I(n); to show that 

I(n+1). Tn+1  is a factor of a clause C (a resolvent of two 

clauses C1  and C2 ), where C (each of C1  and C2 ) is a 

clause derived before I(n+1). 

 Because X is a variable in Tn+1 , X is certainly a variable 

in C (C', where C' is either C1  or C2 ). For the appearances 

app(X, 1 i1 ), …, app(X, r ir ) in Tn+1  such that there are 

also app(X, 1 i1 ), …, app(X, r ir ) in C (C'), by the in-

duction assumption, 1 i1 ), …, r ir  are SD arguments. 

 The remaining appearances of X in Tn+1  are generated by 

substituting other variables, say, Y1 , …, Yt , in C (
1
C  or 

C2 ) with X. For each 
k
Y  (1 k t ), there is a sequence of 

app(X, 1 j1 ), app( Ys1 , 1 j1 ), app( Ys1 , 2 j2 ), 

app(Ys2 , 2 j2 ), app(Ys2 , 3 j3 ), …, app(Ysu , u ju ), 

app(Yk , u ju ), where 1 sv t , sv k , 1 v u , and 

l jl  (1 l u ) is an argument in C (C1  and/or C2 ). 

 Let D, Ds1
, …, Dsu

, and Dk  be the sets of SD arguments 

corresponding to the variables X, Ys1 , …, Ysu , and Yk , re-

spectively. Then D and Ds1
 contain the common argument 

1 j1 , Ds1
 and Ds2

 contain the common argument 2 j2 , 

…, Dsu
 and Dk  contain the common argument u ju . By 

Lemma 2, all of arguments in D, Ds1
, …, Dsu

, and Dk  are 

SD arguments. 

 Therefore, all arguments corresponding to variable X in 

Tn+1  are SD arguments, and I(n+1) is true. 

 For example, let C1  be clause p(X, Y) q(Y, Z), and C2 , 

¬p(U, U). Then, the resolvent of C1  and C2  is p(X, 

X) q(X, Z) ¬p(X, X). For variable Y in C2 , which is sub-

stituted to X in resolution, there is a sequence app(X, p 1 ), 

app(U, p 1 ), app(U, p 2 ), and app(Y, p 2 ). By Algo-

rithm 4, the set of arguments corresponding to variables X, Y 

and U are DX = {p 1 } , DY = {p 2 ,q 1 } , and 

DU = {p 1 , p 2 } , respectively. By Lemma 2, all arguments 

in DX , DY , and DU  are SD arguments. The set of all such 

arguments is just the set of the arguments corresponding to 

variable X in the resolvent. 

 Lemma 5. Let S be a clause set, f (c) a function (con-

stant) in S. Then, if there is app(f, ) (app(c, )) in our 

proposed resolution, there is f F[D ]  (c C[D ] ). 

 Proof. For any app(f, ) in S, by Definition 3, 

f F[D ] , and for any app(c, )) in S, by Algorithm 6, 

c C[D ] . 

 If a variable X is substituted to a functional term with 

function f in resolution, then, by Lemma 4, all arguments 

corresponding to variables X, say, 1 , …, n , are SD argu-

ments. Moreover, for some argument i  (1  i  n), there 

are app(Y, i ) and app(f, i ) in S, where Y is either X itself 

in S or a variable substituted to X in the resolution. By Defi-

nition 3, f F[D i ] . Because D 1  = ··· = D n , we 

have f F[D 1 ] , …, f F[D n ] . 

 Now, consider the case where a variable X is substituted 

to a constant c. By Lemma 4, all arguments in the clause 

corresponding to variables X, say, 1 , …, m , are SD argu-

ments. If the substitution occurs in our proposed resolution, 

for some argument j  (1  j  n), there are app(Y, j ) in S, 

where Y is either X or a variable substituted to X in the reso-

lution. By Definition 3, we have c C[D j ] . On the other 

hand, when a variable X in the extended empty clause de-

rived by our proposed resolution is substituted to a constant 

c, by Algorithm 68, we also have c C[D k ] , where (1  k 

 m). Because D 1  = ··· = D m , for both cases, we have 

c C[D 1 ] , …, c C[D m ] . Therefore, Lemma 5 is 

true. 

 Lemma 6. Let S be an unsatisfiable set of clauses, and 

SE  the unsatisfiable set of ground instances of clauses of S 

derived by the algorithm given in Algorithm 7. Then each 

clause of SE  is an SHU ground instance of S. 

 Proof. Because there is no variable in SE , all terms in 

SE  are ground. We prove Lemma 6 by showing the follow-

ing statement: for each ground term , if there is app( , ) 

in SE , then H[D ] . We do the proof by induction on 

dep . 
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 Basically, dep  = 1,  is a constant. By Lemma 5, 

c C[D ] , by Algorithm 6, H[D ] . 

 Assume that the above statement holds when dep  = i, 

1  i  t, show that it holds when dep  = t+1. 

 Without loss of generality, suppose that  = f( 1 , …, 

u ), where dep j t, 1 j u. By the induction hypothe-

sis, j H[D j ] ; By Lemma 5, f F[D ] ; and by Algo-

rithm 6, f( 1 , …, u )  C[D ] . That is, H[D ]  

holds for dep  = t+1. Therefore, each clause in SE  is an 

SHU ground instance of some clause in S. 

 Theorem 1 (Correctness). A set S of clauses is unsatis-

fiable if and only if there is a finite unsatisfiable set S*  of 

the SHU ground instances of clauses of S. 

 Proof. ( ) Suppose that S is unsatisfiable. Then by the 

algorithm given in Algorithm 7, we can derive an unsatis-

fiable set SE  of ground instances of clauses of S. By Lemma 

6, each clause of SE  is an SHU ground instance of some 

clause of S. Let S*  = SE ; then S*  is an unsatisfiable set of 

SHU ground instances of clauses of S. ( ) Suppose that 

there is a finite unsatisfiable set S*  of SHU ground instances 

of clauses of S. By Lemma 3, each SHU ground instance 

clause of S is a ground instance clause of S, by Herbrand's 

theorem, S is unsatisfiable. 

EXPERIMENTAL RESULTS 

 The reason that the previous algorithm is inefficient is 

that for calculating each SHU in a given clause set S, it proc-

esses all clauses in the given problem once. During process-

ing, it matches the argument under considering to each ar-

gument in the problem. Suppose that there are m SHUs and n 

arguments in S, then the number of matching times will be 

m n. When m and n are large, it will take a long time to 

complete calculation of SHUs. On the other hand, the pro-

posed algorithm is efficient since it calculates all SHUs in a 

problem by processing each clause in the problem only once. 

It calculates provisional SHUs for each clause independently, 

and then combines those provisional SHUs that are corre-

sponding to SD arguments. Suppose that there are k clauses 

in S, then the average number of arguments in each clause 

will be n/k. Suppose further that there are averagely h SHUs 

in each clause, where h  m, then the number of the argu-

ment match in the proposed algorithm will be h  n/k. Since 

h is usually much smaller m, the number of matching times 

in the proposed algorithm is at least k times least than that in 

the previous algorithm. 

 There are 8013 problems in the TPTP library version 

3.1.1. Among them, 4365 problems are non-range-restricted. 

The number of the problems from which 2 or more SHUs 

can be derived by our approach is 709. The maximum num-

ber of arguments in a problem is 1542050 (SYN826-1), and 

the average number of arguments in all problems is 26131. 

The maximum number of clauses in a problem is 2004 

(SYN826-1), and the average number of clauses in all prob-

lems is 128. 

 We implemented the previous algorithm and the pro-

posed algorithm in SCIS Prolog, and run them on all 709 

problems on an Intel PentiumIII/980MHZ workstation, 

512MB. The result of the two algorithms is the same for 

each problem. The numbers of transferred problems for the 

two algorithms in a limited time 2, 5, 10, 50, 100, 200, 300 

seconds, respectively, are shown in Table 1. 

Table 1. Experimental Results: The Number of Problems 

Solved Within Various Limited Times 

 

Running Time (sec)  2  5  10  50  100  200  300 

The previous algorithm  404 579 609 634 642 646 654 

The proposed algorithm 637 663 681 691 694 707 709 

 

Table 2. Execution Time Versus the Number of Arguments 

 

The Number of Arguments  The Number of Problems The Previous Algorithm (sec) The Proposed Algorithm (sec) 

 0  10000  642  3.66  1.43 

 10001  20000  8 21.45 2.07 

 20001  30000 5 455.64 2.43 

 30001  40000 0   

 40001  50000 9 4518.87 4.27 

 50001  60000 1 > 10000.00 6.56 

 60001  70000 10 > 10000.00 7.35 

 70001  80000 3 > 10000.00 8.42 

 80001  200000 5 > 10000.00 13.07 

 200001  500000 9 > 10000.00 31.18 

 500001  1000000 15 > 10000.00 147.46 

1000001  1600000 2 > 10000.00 244.34 
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 The execution time versus the number of arguments in a 

problem for the two algorithms is shown in Table 2, where 

the time limitation is 10000 seconds. We can find that the 

previous algorithm could not give a result in the limited time 

when the number of arguments is larger than 50000, and the 

proposed algorithm can give results for all problems within 

250 seconds. 

CONCLUSION 

 In this paper, we proposed an efficient algorithm for cal-

culating sub-Herbrand universes in a clause set. The experi-

mental results on theorem proving benchmark problems 

demonstrated that the proposed algorithm is much efficient 

than the previous one. 

 However, we could not give the exactly complexity 

analysis for the two algorithms. It remains for future work. 
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