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Lung cancer is the most common cancer in the world.
Early detection is most important for reducing death
due to lung cancer. Chest radiography has been widely
and frequently used for the detection and diagno-
sis of lung cancer. To assess pathological changes
in chest radiographs, radiologists often compare the
previous chest radiograph and the current one from
the same patient at different times. A temporal sub-
traction image, which is constructed from the previ-
ous and current radiographs, is often used to support
this comparison work. This paper presents a Mutual-
Information (MI)-based global matching method for
chest-radiography temporal subtraction. We first
make a preliminary transformation on the previous
radiograph to make the center line of the lungs in the
previous radiograph coincide with that of the current
one. Then, we specify areas of the lungs to be used
for mutual information registration and extract rib
edges in these areas. We transform the rib edge im-
age of the previous radiograph until mutual informa-
tion between the rib edge image of the previous ra-
diograph and that of the current radiograph becomes
maximal. Finally, we use the same transform param-
eters to transform the previous radiograph, and then
use the current radiograph and the transformed previ-
ous radiograph to construct the temporal subtraction
image. The experimental result demonstrates that our
proposed method can enhance pathological changes
and reduces misregistration artifacts.

Keywords: temporal subtraction, mutual information
(MI), chest radiography, image registration, computer
aided diagnosis (CAD)

1. Introduction

Lung cancer has been the most common cancer in the
world for several decades and by 2008, there were an es-
timated 1.61 million new cases, representing 12.7% of all
new cancers. The majority of cases now occur in devel-
oping countries (55%). Lung cancer is still the most com-
mon cancer among men worldwide (1.1 million cases,
16.5% of the total). In females, incidence rates are gener-
ally lower, but worldwide, lung cancer is now the fourth
most frequent cancer among women (513000 cases, 8.5%
of all cancers) and the second most common cause of
death from cancer (427000 deaths, 12.8% of the total).
Because of its high fatality rate (the ratio of mortality to
incidence is 0.86) and the lack of variability in survival
in developed and developing countries, the highest and
lowest mortality rates are estimated in the same regions
among both in men and women [1].

Early detection is most important for reducing death
due to lung cancer. Chest radiography has been widely
and frequently used for the detection and diagnosis of
lung cancer. To assess pathological changes in chest ra-
diographs, radiologists often compare the previous and
current chest radiographs obtained from the same patient
at different times. To support this comparison work, a
temporal subtraction image, which is constructed from
previous and current radiographs, is often used. The tem-
poral subtraction image enhances pathological changes,
reduces the visual load on radiologists, prevents overlooks
and increases diagnostic accuracy.

Because previous and current radiographs are taken at
different times, photographic conditions such as the pa-
tient’s posture, X-ray conditions, state of radio devices
and so on are usually different. This makes accurate im-
age registration a challenge process. Because artifacts due
to misregistration may lead to misdiagnosis, registration
accuracy is crucial. Ishida et al. proposed an image reg-
istration method for this purpose, that first makes global
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matching [2] in the lung area, then makes local match-
ing [3] to correct misregistration in local chest area in de-
tail. Armato et al. used automatic evaluation to develop
registration accuracy [4]. Inaba et al. proposed another
registration method [5] but the quality of global matching
was not enough.

This paper presents a Mutual-Information (MI)-based
global matching method for chest-radiography temporal
subtraction. We first make preliminary transformation on
the previous radiograph to make the center line of the
lungs in the previous radiograph coincide with that of the
current radiograph. Then, we specify areas of the lungs to
be used for mutual information registration and extract rib
edges in these areas. We transform the rib edge image of
the previous radiograph until mutual information [6] be-
tween the rib edge image of the previous radiograph and
that of the current radiograph becomes maximal. Finally,
we use the same transform parameters to transform the
previous radiograph, and then use the current radiograph
and the transformed previous radiograph to construct the
temporal subtraction image.

This paper is organized as follows: Section 2 intro-
duces mutual information in image registration. We de-
scribe our proposed global matching method for chest-
radiograph temporal subtraction in detailed in Section 3.
We then show and discuss results in Section 4, and present
our conclusion in Section 5.

2. Mutual Information in Image Registration

Two discrete random variables X and Y with marginal
probability distributions pX(x) and pY (y), where x, y are
the values that X and Y may take, and joint probabil-
ity distribution pXY (x,y) are statistically independent if
pXY (x,y) = pX(x)pY(y), while they are maximal depen-
dent if they are relational. Mutual information I(X ,Y ) of
X and Y measures the degree of dependence of X and Y
as the distance between joint distribution pXY (x,y) and
distribution associated with the case of complete indepen-
dence pX(x)pY(y) [7], i.e.,

I(X ,Y ) = ∑
x,y

pXY (x,y) log
pXY (x,y)

pX(x)pY(y)
. . . (1)

Mutual Information (MI) is related to the information
theoretic notion of entropy by the following equations:

I(X ,Y ) = H(X)+H(Y )−H(X ,Y ) . . . . . (2)

where H(X) and H(Y ) are the entropy of X and that of
Y respectively, and H(X ,Y ) the joint entropy of X and
Y . Essentially, entropy is a measure of uncertainty – the
higher the entropy of a random variable, the more uncer-
tain it is.

For gray level image A with N pixels, entropy is used
to measure the uncertainty of pixels in the image, which
is defined as

H(A) = −
N−1

∑
i=0

p(ai) log p(ai) . . . . . . . (3)

where p(ai) means the probability of gray level ai in im-
age A, and it can be obtained from the image histogram as
follows:

p(ai) =
h(ai)

N
. . . . . . . . . . . . . (4)

where h(ai) is the histogram value of ai in the image.
The joint entropy of two images A and B with N pixels,

namely H(A,B), is defined as

H(A,B) = −
N−1

∑
i=0

N−1

∑
j=0

p(ai,b j) log p(ai,b j) . . (5)

where p(ai,b j) means the joint probability of gray level ai
in image A and gray level bi in image B, which is obtained
as

p(ai,b j) =
h(ai,b j)

N
. . . . . . . . . . (6)

where h(ai,b j) is the 2-D histogram value. It denotes the
account of pixels for which, at the same coordinate, the
gray level in image A is ai and the gray level in image B
is b j.

Last, mutual information of the two images A and B is
defined as

I(A,B) =

1
N

N−1

∑
i=0

N−1

∑
j=0

h(ai,b j) log
Nh(ai,b j)
h(ai)h(b j)

p(ai,b j). . (7)

In a chest-radiograph registration problem, although
the previous and current radiographs are taken at differ-
ent times, their information comes from the same human
anatomy construction. Thus, in image registration, when
the same spatial information of the two images is great-
est, the mutual information of their corresponding pixels
is also maximal.

Mutual-information-based image registration for im-
ages A and B is to find an optimum transformation T (B) of
B such that the mutual information of image A and T (B)
is maximal.

3. Mutual-Information-Based Global
Matching

Figure 1 shows an example of the original previous ra-
diograph (Fig. 1(a)) and current radiograph (Fig. 1(b)) of
a patient, namely Case 1. The original radiographs use
16-bit raw image format. We use this example to intro-
duce our matching process in this section.

3.1. Preliminary Transformation
The purpose for constructing a temporal subtraction

image is to enhance pathological changes in lungs and
weaken normal tissue. Thus, we only need to consider
lung regions of radiographs. Therefore, we should first
extract lung regions of radiographs.

The gray values of the original radiograph can be di-
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(a) Previous (b) Current
Fig. 1. Original radiographs used in temporal subtraction.

(a) Previous (b) Current
Fig. 2. Extracted images of lung regions.

Fig. 3. Spatial data of lung regions.

vided into three parts: a background region with low gray
levels, a lung region with medium gray levels, and a skele-
tal region with high gray levels. According to these fea-
tures, we extract lung regions from radiographs by mul-
tivalue processing. The images of lung regions extracted
from the previous and current radiographs in Case 1 are
shown in Figs. 2(a) and (b), respectively.

Next, similar to the previous method proposed in
Ref. [2], we extract the outer contours of lungs for each
extracted image of lung regions and derive midpoints of
lungs. Then, by linear fitting on these points, we get the
center line of the lungs. Moreover, we can obtain the spa-
tial data for the lungs from the image of lung regions, such
as the average lung width (W ), the average lung height
(H), and the center point coordinate (i, j) of the lungs, as
shown in Fig. 3.

Comparing the above data of the previous and cur-
rent images, we get preliminary transformation parame-
ters ω0 = {rx0 ,ry0,dx0 ,dy0,θ0}, where rx0 and ry0 are ra-
tios of width and length between lung regions of previous

(a) Previous (b) Current

Fig. 4. Radiographs after preliminary transformation.

(a) Previous (b) Current

Fig. 5. Sobel edge images.

and current radiographs, dx0 and dy0 are the horizontal dis-
tance and vertical distance of the two center points, and θ0
is the angle of the two center lines. We rotate the previ-
ous radiograph according to the angle, and then shift it to
make its centerline coincide with that of the current radio-
graph. Images after preliminary transformation are shown
in Fig. 4.

3.2. Determining the Areas Used for MI Registra-
tion

Respiratory movement makes the shape of lungs in ra-
diographs ever changing. The width and length of the
lung in a radiograph are different at different times. Note
that the rib cage moves in accordance with respiratory
movement. In other words, rib cage status reflects shape
changes of the lungs. Because the edges of ribs in lung ar-
eas of radiographs represent the state of ribs, we use Sobel
edge detection [8] to extract them first, as shown in Fig. 5.

If we used all Sobel edges of images for MI registra-
tion, the MI of skeleton edges would occupy a large pro-
portion. Skeleton edges, especially the collarbone, may
lead to misregistration for lung parenchyma. We need to
determine areas that involve the most lung tissues. Using
such areas for matching, we can make lung tissues match
better and reduce the amount of calculation.

We observed that the edges of lung tissues have mid-
dling intensity gradients and that the edges of ribs have
large intensity gradients. As shown in Fig. 6, by apply-
ing Canny edge detection with different thresholds [9]
on the previous radiograph, we obtain images that in-
volve rib edges and different amounts of parenchyma
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Fig. 6. Canny edge images with different thresholds.

Fig. 7. Subtraction of Canny edge images.

edges, respectively. Subtracting the image with few
lung parenchyma edges and the image with many lung
parenchyma edges, we obtain images that just involve
lung parenchyma edges, as shown in Fig. 7.

We define areas used for MI registration as two rectan-
gles for left and right lung regions, respectively, each of
which has width M and height N.

We change the position of rectangles on derived
parenchyma edge images and calculate the amount of
parenchyma edges involved at every position in rectangles
by use of the labeling algorithm proposed in Ref. [10].
We set the rectangle position such that the amount of
parenchyma edges involved in the rectangles is maximal
(Fig. 8).

For different radiographs, the size of lung regions
would be different. If the height of lung regions is H and
width is W , we use R(α,β ) to denote the determined MI
areas, where M = α×W , N = β×H and 0 ≤ α,β ≤ 1.

For MI registration, a larger MI area might involve
more lung tissue information, but might also involve more
other unnecessary information that may reduce registra-
tion accuracy. On the other hand, a small MI area may
lose much important information. Through experiments
on our cases, we find that taking α = 1/3,β = 3/4 obtain
good matching.

(a) Canny edges (b) Previous radiograph

Fig. 8. The mutual information areas.

3.3. Obtaining Optimum Transformation
Using preliminary transformation parameter set ω0 =

{rx0,ry0 ,dx0 ,dy0,θ0} derived above as the initial parame-
ter set, we adjust transformation parameters based on mu-
tual information, as shown in Fig. 9, where Sp denotes the
Sobel edge image in MI areas of the previous radiograph,
Sc denotes that of the current radiograph, and I(A,B) is
mutual information given in Eq. (7). We transform Sp by
adjusting parameters in a certain range of Dω (Fig. 10). A
smaller range may lose optimum parameters, but a larger
range would take much time for processing. For our cases,
we define rx− = rx0 −0.1, rx+ = rx0 −0.1, ry− = ry0 −0.1,
ry+ = ry0 + 0.1, dx− = dx0 − 0.15W , dx+ = dx0 + 0.15W ,
dy− = dy0 − 0.15H, dy+ = dy0 + 0.15H, θ− = θ0 − 15◦,
θ+ = θ0 +15◦. Moreover, we take 20 values for each pa-
rameter in its scope with the same step value. After each
transformation, we compute mutual information between
Sc and transformed Sp. If the MI derived by use of these
parameters increases, we update parameters. Thus, after
we try all parameter sets in our range, we obtain optimum
transformation parameters. Then, we transform the pre-
vious radiograph by use of the optimum transformation
parameters. Fig. 11 shows the transformed previous im-
age.

In this way, we construct a temporal subtraction im-
age by subtracting the original current radiograph and the
transformed previous radiograph.
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Fig. 9. Parameters adjustment process.

Fig. 10. The transformation of Sp.

Fig. 11. The previous radiograph after transformation.

(a) Previous method (b) Proposed method

Fig. 12. Temporal subtraction images of Case 1.

(a) Previous (b) Current

Fig. 13. Original radiographs of Case 2.

(a) Previous (b) Current

Fig. 14. Original radiographs of Case 3.

4. Experimental Results and Evaluation

A pathological change appears as bright in radiographs.
If there is a pathological change in the current radiograph
but not in the previous radiograph in the same area, this
area will appear bright in the constructed temporal sub-
traction image. A bright area in the constructed temporal
subtraction image unrelated to pathological change is a
misregistration artifact, as is a very dark area in the con-
structed temporal subtraction image.

We use two methods to evaluate the quality of a tempo-
ral subtraction image: we evaluate the image by observ-
ing whether pathological changes are enhanced and how
many misregistration artifacts are there in the subtraction
image. Fig. 12 shows temporal subtraction images con-
structed by the previous method and our proposed method
applied on Case 1, respectively. Figs. 13 and 14 show
other two cases, namely Case 2 and Case 3, respectively.
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(a) Previous method (b) Proposed method

Fig. 15. Temporal subtraction images of Case 2.

(a) Previous method (b) Proposed method

Fig. 16. Temporal subtraction images of Case 3.

The temporal subtraction images of these two cases con-
structed by the previous method and that by our proposed
method are shown in Figs. 15 and 16 respectively. Com-
paring the temporal subtraction images generated by the
previous method and the proposed method in these three
cases, we can find that there are significant improvements
in the visualization of pathological changes in the im-
age constructed by our proposed method. Especially in
Case 3, the temporal subtraction image generated by the
previous method is unavailable, but that by our proposed
method is quite successful. In the other two cases, we can
also find that our proposed method matched better and
suppressed ribs better in some areas of the image, which
can reduce the rib’s influence on diagnosis. Moreover, in
any case, the temporal subtraction images constructed by
our proposed method have fewer misregistration artifacts.

We also use the histogram of pixel values in lung re-
gions to evaluate a temporal subtraction image. Be-
cause misregistration areas contain many very dark or
very bright pixels, a subtraction image generated by ac-
curate registration usually has low contrast. Therefore,
the width of a histogram from a high-quality subtraction
image is usually narrow and that of a low-quality one is
wide. Similarly, for quantitative comparison of temporal
subtraction images, we compare the standard deviation of
the pixel value in images. The smaller standard deviation
of a temporal subtraction image means the higher quality
of the image.

Fig. 17. Lung regions histogram of Case 1.

Fig. 18. Lung regions histogram of Case 2.

Fig. 19. Lung regions histogram of Case 3.

Because our purpose is to match lung regions only, we
simply calculate histograms of lung regions. Figs. 17,
18 and 19 show the lung-region histograms of our three
cases, respectively. We can find that for each case, the im-
age constructed by the proposed method has a higher peak
and narrower width, i.e., the quality of the subtraction im-
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Table 1. Standard deviation (σ ) and improvement rates.

Case No. Previous Proposed Improvement rate
1 41.068 38.099 7.23%
2 49.670 27.686 44.28%
3 55.157 33.937 38.48%
4 44.544 35.024 21.37%
5 44.944 38.974 13.28%
6 45.760 43.578 4.77%
7 49.970 45.618 8.71%

(a) Based on previous global
matching

(b) Based on proposed global
matching

Fig. 20. Temporal subtraction images after local matching
of Case 1.

age constructed using our proposed method is better than
that by the previous method. Table 1 shows the standard
deviations (σ ) and improvement rates of the above three
cases and four additional cases.

We improved the global matching method for tempo-
ral subtraction. However, there are still some misregis-
tration artifacts occurring in lung regions of constructed
temporal subtraction images, which are primarily caused
by the physiological activity of the lungs. To reduce such
misregistration, we need to do local matching after global
matching. For comparison, by using of the previous local
matching method proposed in [5], we made local match-
ing on the constructed previous images generated by the
previous and our proposed methods in Case 1 respec-
tively. Results are shown in Fig. 20. Note that our pro-
posed global method makes some improvement.

We use fuzzy inference for aiding radiologist diagnosis
further. The cancerous area appearing as bright in the tem-
poral subtraction image is usually circular. Therefore, we
first extract bright areas from the derived temporal sub-
traction image and calculate the size and circularity of
each bright area. Then we use fuzzy c-means algorithm
to divide these areas into clusters based on size and circu-
larity data, and compute the fuzzy cluster center of each
cluster. Last, based on fuzzy cluster center data, we use
the fuzzy inference method to obtain the probability of
cancer in areas of each cluster.

In the inference process, we use the trapezoidal func-

Fig. 21. Size fuzzy variable with five linguistic terms.

Fig. 22. Circularity fuzzy variable with three linguistic terms.

tion to be membership functions of fuzzy sets. Eq. (8)
denotes the membership function fA(x) of fuzzy set A:

fA(x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, (x < aA)

x−aA

bA −aA
, (aA≤x < bA)

1, (bA≤x < cA)

dA − x
dA − cA

, (cA≤x < dA)

0, (x≥dA)

. . . . (8)

Figure 21 illustrates an example for a size fuzzy vari-
able with five linguistic terms. The membership degree is
usually a value in the range [0,1], where 1 denotes a full
membership and 0 denotes no membership.

For our cases, we define five fuzzy sets for the bright
area size, including verysmall (VSL), small (SL), medium
(MD), large (LG) and verylarge (VLG), as shown in
Fig. 21, and define three fuzzy sets for the bright area
circularity including circle-no-like (CNL), circle-similar
(CS), circle-like (CL), as shown in Fig. 22. For the prob-
ability of cancer in an area, we define five sets for the out-
put of fuzzy reasoning including unlikely (UL), perhaps
(PH), presumably (PM), likely (BL), surely (SR).

We use x = (s,e) to denote the input of our fuzzy in-
ference mechanism, where s is bright area size, and e is
bright area circularity, u is the output of our fuzzy infer-
ence mechanism and denote the probability of cancer. The
fuzzy inference rules are denoted as follows:
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Rule VSL-CNL: IF (s is VSL) AND (e is CNL) THEN u is
UL
......
Rule VLG-CL: IF s is VLG) AND (e is CL) THEN u is BL

Figure 23 shows the result of fuzzy inference on global
temporal subtraction images in Case 2, where there is only
one pathological change area, as marked in the original ra-
diographs. We use gray level to denote the probability of
cancer at each level, the higher of the gray level means
the higher probability of cancer. To provide further selec-
tion, we also show the most cancer-like areas, for which
the fuzzy inference outputs meet condition u≥BL.

5. Conclusions

This paper has proposed a mutual-information-based
global matching method for chest-radiography temporal
subtraction. Experiment results have demonstrated that
our proposed method enhances pathological changes, and
reduces misregistration artifacts caused by patients pos-
ture and breathing. Although our proposed global match-
ing method ensures the continuity of the subtraction im-
age, there are still misregistration artifacts in some local
areas. We also use local matching and fuzzy diagnosis
on the experiment results. Our proposed method makes
some improvement, but it is not very distinct. Moreover,
we can see many mosaics in images after local matching.
Improving local matching while keeping the continuity of
a temporal subtraction image is thus an important issue
for us to deal with in the future.
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