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Abstract A low false positive (FP) rate is of great importance for the use of a Computer
Aided Detection (CAD) system to detect pulmonary nodules in thoracic Computed Tomogra-
phy (CT). However, due to the variations of nodules in appear and size, it is still a very
challenging task to obtain a low FP rate. In this paper, we propose a deep Convolutional
Neural Network (CNN) based transfer learning method for FP reduction in pulmonary nodule
detection on CT slices. We utilized one of the state-of-the-art CNN models, VGG-16 [4], as a
feature extractor to obtain nodule features, and used a support vector machine (SVM) for
nodule classification. Firstly we transferred all the layers from a pre-trained VGG-16 model in
ImageNet to our target networks. Then, we tuned the last fully connected layers to adjust the
computer-vision-task-trained CNN model to pulmonary nodule classification task. The initial
CNN filter weights were then optimized using the training data, i.e., the pulmonary nodule
patch images and corresponding labels through back-propagation so that they better reflected
the modalities in the pulmonary nodule image dataset. Finally, features learned in the
fine-tuned CNN were used to train a SVM classifier. The output of the trained SVM was
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used for final classification. Experimental results show that the overall sensitivity of the
proposed method was 87.2% with 0.39 FPs per scan, which is higher than 85.4% with 4
FPs per scan obtained by other state of art method.

Keywords False positive reduction - Nodule detection - Deep convolutional network - Support
vector machine

1 Introduction

Lung cancer is the leading cause of cancer-related death, and the number of death due to lung
cancer is greater than the combined number of prostate, colon, and breast cancer deaths [22].
Early detection of lung cancer is a helpful way to improve the survival rate of lung cancer
patients. It is reported that the five-year relative survival rate of lung cancer diagnosed in
advanced stages is only 16%, whereas that diagnosed in early stages increases to 70% [14].
Typically, lung cancer in its early stage manifests itself in the form of pulmonary nodules which
usually refer to lung tissue abnormalities that are roughly spherical with round opacity on a CT
(Computed Tomography) scan [3]. However, due to the large number of image slices at a CT
scan, diagnostic reading on CT scans in a short time is a huge workload upon radiologists, and
prone to errors. To assist radiologists with this challenge, various Computer-Aided Detection
(CAD) systems have been developed in last recent years [3, 13, 30, 36, 38, 39].

The architecture of a conventional CAD system typically consists of two stages [2]:
candidate nodules detection and false positives (FPs) reduction. In the first stage, a large
number of candidate regions are generated using intensity-based imaging features upon prior
assumptions about the expected morphology of the nodules. In the second stage, FPs resulting
from the first stage are reduced using a classifier [26]. This stage is very important for the
successful use of CAD in clinical practices. If there remains too many FPs, the performance of
detecting true positive regions may potentially be degraded, and thereby may also be a
subsequent increase in “unnecessary” follow-up examinations. In an attempt to reduce FPs
as much as possible, hand-crafted features, such as Scale Invariant Feature Transform (SIFT)
[4], Local Binary Patterns (LBP) [24] and Histogram of Oriented Gradients (HOG) [23], are
extracted from the candidate regions and used to train a classifier for nodule classification.
However, under such a condition, the performance of a CAD system relies heavily on the
intermediate results of the image processing tasks for reliable features [3]. Whereas the
selection, integration and optimization of hand-crafted features, are not an easy task, it is also
another important issues in image classification and also has an important effect on the
performance of a CAD system.

Recently, remarkable progresses have been obtained in the field of computer vision due to
the recent revival of deep convolutional neural networks (CNN) [10, 12] and the availability of
large-scale annotated datasets (i.e., ImageNet [7, 20]). Compared to the conventional machine
learning methods, deep learning requires no hand-tuned feature extractor, and learns imaging
representations directly from large volumes of data [25, 27, 28]. Accordingly, the issues of
feature computing, selection, and integration can potentially be addressed by this new
learning framework without a complicated pipeline of image processing and pattern
recognition steps. Inspired by the success of deep CNNs in computer vision, increasing
interesting of applying deep CNNs for medical image processing and analysis has been
seeing in recent short time [1, 29, 33, 34].
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However, before such successes can be transferred to benefit the medical imaging com-
munity, there are significant hurdles. First, to achieve state-of-the-art performance, a deep
CNN network requires large volumes of labeled training data, whereas collecting and anno-
tating large numbers of medical images of a specific modality still poses significant challenges.
Second, there are significant variations in the appearance of medical images based on the
individual diseases depicted.

Aiming at issues mentioned above, we propose a deep CNN based transfer learning method
for FP reduction for pulmonary nodule detection on CT slices in this work. We utilize
VGG-16, one pre-trained state-of-the-art CNN model on ImageNet, as a feature extractor to
obtain nodule features, and uses a support vector machine (SVM) for nodule classification.
The use of pre-trained CNN is based on transfer learning [23]. It refers to the procedure
employed to train a source model and then transfer the knowledge across different problems.
Such a technique is expected to utilize the advantages of CNN model on feature learning and
SVM mode on efficient non-linear classification. Performance of the proposed system is
evaluated on the Lung Image Database Consortium database. It achieved 87.2% sensitivity
with only 0.39 FPs per scan. Experimental results demonstrate the promising effectiveness of
this method compared with other state-of-the-art approaches.

The main contributions of the paper are summarized below:

(1) We transfer an ImageNet-trained CNN network for learning the representation of
pulmonary nodules in CT, which resolves the challenges associated with using CNN
for image feature extraction problems with limited and unevenly distributed sample
data.

(2) We propose a FP reduction method based on the combination of pre-trained CNN
network and an SVM for nodule detection in CT slices. Such a model is expected to
utilize the advantages of deep CNN on feature learning and the SVM on efficient
non-linear classification. The use of pre-trained CNN based on transfer learning is
expected to extract image features at different semantic levels, as well as to resolve the
challenges associated with using CNNs on classification problems with limited and
unevenly distributed sample data.

The remainder of the paper is organized as follows. Section 2 analyzes the related
works. The methodology for pulmonary nodule detection is described in Section 3. The
experimental results obtained are given in Section 4. Then a discussion of the work is
followed. After that the complexity of the proposed method is discussed. We conclude this
paper in Section 7.

2 Related work

Along with the tremendous success of deep learning in natural image processing and computer
vision, deep learning techniques have also witnessed an increasing interesting for medical
image processing with promising results [41]. Examples include automatic polyp detection in
colonoscopy videos [6, 35], polyp detection in CT colonography [33], computer-aided detec-
tion of pulmonary embolism in CT datasets [5, 17, 32], automatic detection of mitotic cells in
histopathology images [9], computer-aided detection of lymph nodes in CT images [18], and
computer-aided anatomy detection in CT volumes [42].

@ Springer



1020 Multimed Tools Appl (2019) 78:1017-1033

Other recent studies show the potential for knowledge transfer from natural images to the
medical imaging domain using pre-trained deep CNNs [40]. For instance, in [1], pre-trained
CNNs were used as a feature generator for chest pathology identification. In [5], the authors
applied a pre-trained CNN for classification of interstitial lung diseases. In [17], pre-trained
CNNs were used to retrieve missing cardiac acquisition plane information from magnetic
resonance imaging. However, due to lack of fine-tuning, these pre-trained CNNs are more
reflective of the natural image dataset and may not necessarily reflect the subtle characteristics
of medical images. Fine-tuning is the process of updating the pre-trained weights of CNN
through the use of back propagation.

Different from existing methods which only use the pre-trained model, fine-tune pre-trained
deep CNN is used in our work. In contrast to aforementioned pre-trained CNNs based
methods, our work is more computationally effective in pulmonary nodule features extraction.
By transfer learning, great benefits to medical imaging community could be achieved by the
transfer of image representation ability learned by deep models to other generic vision tasks,
for example, pre-trained state-of-the-art CNN model on ImageNet. In such a case, we only
need to prepare a limited numbers of medical images of a specific modality.

3 Proposed method
3.1 Overview

Figure 1 shows the overview of the proposed method. It begins from copying all the layers
from VGG-16 to our target networks. Then we modified the last fully connected layers for
adapting the CNN model to pulmonary nodule classification task by replacing the last fully
connected layer (intended for 1000 classes) with a new fully connected layer for the 2
classes in our dataset. Next, the initial CNN filter weights derived from the natural images
were then fine-tuned (optimized) using the training data, i.e., the pulmonary nodule patch
images and corresponding labels through back-propagation so that they better reflected the
modalities in the pulmonary nodule image dataset. For the training of SVM, features
extracted from the fine-tuned CNN are used. The SVM classifier is trained using features
extracted from one CNN model. In the stage of nodule detection, our approach first
extracts CT patches from CT slices. The obtained patches are then fed into the
fine-tuned ensemble of deep CNN networks to compute discriminative features. Next,
the computed discriminative features from the fine-tuned deep CNN network are fed into
SVM classifier to label the input candidates as nodules or non-nodules. Finally, Outputs of
the SVM are the detection result. Details of the proposed CAD system are described in the
following sections.

3.2 Pre-trained CNN model—VGG-16

A CNN is a function to map input data (in our case, an input data is an image.) to an
output, and it generally consists of convolutional layers, max or sum pooling layers,
activation layers (e.g., Rectified Linear Unit (ReLU) or sigmoid activation layers), and a
softmax layer which generates a well-formed probability distribution for classification on
the outputs. If input data is images, typically, the first convolutional layer extracts edges,
and subsequent convolutional layers act as higher-level features exactors. A pooling layer
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Fig. 1 An overview of the proposed method

is used to compute the maximum (e.g. the max pooling layer) or the average (e.g. the
average pooling layer) of each patch of the feature map from the previous layer. The role
of the activation layer, e.g. the Rectified Linear Units, is to address the issue of saturation.
Mathematically, a CNN can be represented as a function %, which is the composition of a
sequence of functions, i.e.,

F=fififiaf - - Sof (1)

Each function % represents a layer which takes the output of the previous layer.

After training, a CNN can be used as a classifier or as a feature extractor in the case of
transfer learning. Transfer learning is a technique used to improve the performance of machine
learning by harnessing the knowledge obtained by another task [1].
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In this work, the pre-trained CNN model VGG-16 is referred. We choose the architecture
because it is well established and has shown better performance in our image classification
than other pre-trained models, such as AlexNet [10] and GoogLeNet [31].

VGG-16 has a similar architecture with AlexNet with more convolutional layers. It has 13
convolutional layers followed by rectification and pooling layers, and 3 fully connected layers.
All convolutional layers use small 3x3 filters and the network performs only 2x2 pooling.
VGG-16 has areceptive field of size 224 x 224. Although VGG-16 performs better than AlexNet
and has a simpler architectural design, it has more parameters which needs more computation.

3.3 Parameters transferring and fine-tuning

As mentioned above, in this work, the state-of-the-art CNN network, VGG-16, pre-trained on
ImageNet is transferred to learn lung nodule feature representations from the labeled training
data. For the network architecture, firstly we copied all the layers from VGG-16 model to our
target network except the last fully connected layer. Then we modified the last fully connected
layer for adapting the CNN model to pulmonary nodule classification task by replacing the last
fully connected layer (intended for 1000 classes) with a new fully connected layer for the 2
classes in our dataset. Next, the initial CNN filter weights derived from the natural images
were then fine-tuned (optimized) using the training data, i.e., the pulmonary nodule patch
images and corresponding labels through back-propagation so that they better reflected the
modalities in the pulmonary nodule image dataset.

Given the i input image of nodules x; and its corresponding label y, for m pairs of training
data (x;y;) for i=1,2,...,m, The classification loss function can be defined as

To minimize the loss function, we use the stochastic gradient descent (SGD) method which
calculates a random subset of training examples to estimate the mean gradient for all the
training examples.

In general, the early layers of a CNN learn low level image features, which are applicable to
most vision tasks, but the late layers learn high-level features, which are specific to the
application at hand. Therefore, fine-tuning the last few layers is usually sufficient for transfer
learning. However, because distance between images in imageNet and pulmonary nodules is
significant, therefor in our work, we have fine-tuned the early layers as well. We start from the
last layer and then incrementally include more layers in the updating process until the desired
performance is reached.

3.4 Training SVM classifiers

For FP reduction, SVM classifier is employed in our work. The SVM classifier is trained using
features extracted from the fine-tuned VGG-16. From VGG-16, we extracted 4096-dimensional
output of the first fully connected layer after the rectified linear units (ReLU). Using the
4096-dimensional feature vector from VGG-16, we train the linear SVM classifier.

Let x; be a training instance, and the training set is denoted as X =(xy, ..., Xyn) € RPN
where N and P are the number of trining instances and dimensionality of X, respectively. Let
y=(¥1,...,yn)" be the label vector, with y; € {+1,—1} being the class label of the i training
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instance (in this paper, where+1 corresponds to a nodule and — 1to a non-nodule), the primal
objective function of SVM can be defined as

1 .
min P + CZ?IZI & s.t y“(wTXi + b) + &>1&;>0,Vi (3)
w

where w is the normal of separating hyperplane, b is the bias term, &=[§;, -**, Ey] is the
vector of slack variables, and C is the regularization parameter. The optimal C can be obtained
by cross validation.

After optimization, SVM learned weighting o; € R™ on training samples in kernel feature
space ¢(x;), where ¢ : XY—H defines a feature mapping from the original input space to a
Hilbert space H. Nodules are then separated from non-nodules by the maximal margin hyper
plane in the feature space. The decision function can then be represented as

f(x) = sign(zy:lyiai*l((x, Xi) + b*) (4)

where K(x, X)) = ¢(x) - $(x) is a kernel function used to assess the similarity of input samples,
parameter a and b’ are obtained by solving the dual of the optimization in (1).

For final nodule classification, we used an ensemble of fine-tuned CNN and SVM. The
ensemble consists of the fine-tuned VGG-16 and the SVM classifier trained with features
extracted from the fine-tuned CNN. Outputs of the SVM are used as the finally output.

4 Experiments
4.1 Dataset

The dataset we used was obtained from the LIDC-IDRI database [30] which includes 1018
cases from seven institutions, and each case consists of images from a thoracic CT scan, as
well as the annotations provided by four radiologists. We selected nodules greater than 3 mm
as our experimental data which resulted in a set of 233 scans including 700 nodules. The ROI
of nodules were extracted by an adaptive threshold segmentation method, moreover, we choice
an appropriate number of vessels and other tissues as non-nodule images. Then we cropped
each image into a 224x224 image around the center of ROI to obtain the final database. Our
database consists of 1400 images, including 700 nodule images and 700 non-nodule images.
Each slice has an image matrix of 224x224 (16 bits depth) pixels..

4.2 Experiment setting

In our experiments, for the fining-tune of VGG-16, the mini-batch stochastic gradient
descent with a momentum factor of 0.9 is employed. The base learning rate is set as 0.001.
A batch size of 20 is used due to large memory requirements for VGG-16. The test scheme
is designed as two different strategies. One is 10-fold cross-validation and the other is that
the dataset is divided into the training data (80%) and testing data (20%). Since all the
previous works are based on the manually designed features while the proposed approach
in this paper is based on feature learning and nodule recognition by deep convolutional
neural networks, it is not possible to directly compare our method with them on the same
LIDC dataset. All experiments are conducted on a desktop computer with Intel Core 2
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CPU of 2.80GHz,8GB memory, and Windows 7.The algorithm is implemented using the
MatConvNet [37] on Matlab2016.

To evaluate the performance of our proposed method, we present several experiments by
compare it with some state-of-the-art methods, including detection of nodules by artificial
features [15, 16, 21] and deep features [9, 18, 32] in terms of accuracy, sensitivity, and FP.

4.3 Results

In order to show the performance of the proposed method, we evaluated it by 10-fold
cross-validation. Table 1 shows this experiment result. From Table 1, it can be seen that the
transferred VGG-16 obtain a promising performance on pulmonary nodule recognition on CT
images, where the average classification accuracy, sensitivity, specificity and FP/s of proposed
model are 87.2%, 87.2%, 87.2% and 0.39.

We also compared the proposed method with the state-of-the-art methods designed for lung
nodule detection with 10-fold cross validation, including method proposed in [21] where 4
features such as mean, contrast, entropy and standard deviation are manual extracted from the
images to train a SVM classifier, method proposed in [16] where 16 different types of features
are selected as the input of regression tree, method proposed in [15] where 22 basic texture and
shape features to train a SVM classifier, method proposed in [11] where a 200 dimensional
deep feature vector obtained from the layer 4 of their auto encoder architectures, method
proposed in [19] where a Multi-View CNNs is used to extract deep features, and method
proposed in [8] where a Multi-Group Patch-Based method is used to crop nodules patches and
a two layer CNN is employed to extracted deep features.

From Table 2, we can see that the method in [21] achieved an overall accuracy of 83.6%
with a sensitivity of 82.1%, the method in [16] achieved an overall accuracy of 84.8% with
a sensitivity of 85.2% and a false positive of 3.13 per scan, the method in [15] achieved an
overall accuracy of 84.1% with a sensitivity of 81.39% and a false positive of 4.5 per scan,
the method in [11] achieved an overall accuracy of 75.01% with a sensitivity of 83.25%
and a false positive of 0.39 per scan, the method in [19] achieved an overall accuracy of
80.1% with a sensitivity of 85.4% and a false positive of 4 per scan, and the method
proposed in [8] achieved an overall accuracy of 80.06% with a sensitivity of 84% and a
false positive of 4.7 per scan. While our proposed method achieved an overall accuracy of

Table 1 Evaluation of the fine-tuned VGG-16 CNN model and SVM classification results from 10-fold cross
validation experiments

Accuracy (%) Sensitivity (%) Specificity (%) FP/scan

1 82.0 88.0 76.0 0.72
2 89.0 90.0 88.0 0.36
3 89.0 92.0 86.0 0.42
4 88.0 88.0 88.0 0.36
5 88.0 88.0 88.0 0.36
6 82.0 80.0 84.0 0.48
7 92.0 90.0 94.0 0.18
8 92.0 86.0 98.0 0.06
9 80.0 80.0 80.0 0.63
10 90.0 90.0 90.0 0.3

Avg 87.2 88.2 87.2 0.39
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87.8% with a sensitivity of 88.2% and a false positive of 0.23 per scan, which has a better
sensitivity and a lower FP/s. Our proposed method is an automatic way for feature
extraction, compared with the artificial way of feature extraction [15, 16, 21], our method
realizes the automation of feature extraction, and achieves higher accuracy, sensitivity,
meanwhile, compared with the artificial way of feature extraction [8, 11, 19], our proposed
CAD system has the highest accuracy.

5 Discussion

In this study, a novel pulmonary nodule detection CAD system using deep VGG-16 CNN
model based on transfer learning is proposed. Compared to published CAD systems that are
evaluated on the publicly available LIDC-IDRI dataset, our proposed CAD system achieves
comparable or better performance, indicating the potential of using pre-trained deep CNN on
ImageNet instead of using engineered features and classification as the FP reduction stage. It
suggests that the possibility of learning features from large natural image training
dataset allows the network to learn classifying objects with a high degree of variation, which
is suitable for the problem of pulmonary nodule detection.

For deep CNN based image classification, the common used classifier is the Softmax
function for its easy implementation. However, in this work, we used an SVM as a
classifier for FPs reduction, Why? In fact, the Softmax is just a generalization of the
logistic function, and by itself it is not a classifier. It sort of squashes values in a
k-dimensional vector to be in the range (0,1)(0,1) and sum total of up to 1.0, which gives
a probabilistic interpretation. Therefore, the Softmax is useful as a cost function for multi-
class category detection. Whereas, an SVM on the other hand is a classifier with a hinge-
loss cost function that results in a maximum margin hyperplane. This can be extended to
non-linearly separable problems using kernel approaches by mapping the data into higher
dimensional spaces. Based on what mentioned above, we select SVM as a classifier in our
work.

We evaluated the performance of three different classifiers, including SVM, the
Softmax, and KNN, using testing data. The results from the classifiers evaluation is shown
in Table 3. As it can be seen that with SVM, an overall accuracy of 91.5% with a
sensitivity of 90.1% and a FP rate of 0.23 was achieved, whereas with the Softmax, the
overall accuracy is 80.5% with a sensitivity of 91.0% and a FP rate 0o 0.91, and with KNN,

Table 2 Comparison of CAD systems for nodule detection

Methods Acc Sen FP/s ®
Sivakumar, S et al. [21] 83.6% Sen:82.1% -
LuL et al. [16] 84.8% 85.2% 3.13
Liu JK et all. [15] 84.1% 81.3% 45
Kumar D et all. [11] 75.0% 83.35% 0.39
A. Setio et all. [19] 80.1% 85.4% 4
Jiang H et all. [8] 80.06% 84% 4.7
Proposed Method 87.8% 88.2% 0.32

? Acc is the accurary. Sen is the sensitivity. FP/s is the false positives per scan.” Acc is the accurary. Sen is the
sensitivity. FP/s is the false positives per scan
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Table 3 Comparison of the performance of classifiers with features extracted by the fine-tuned VGG-16

Classifier Accuracy (%) Sensitivity (%) Specificity (%) FP rate
SVM 91.5 90.5 92.5 0.23(15/66)
SoftMax 80.5 91.0 70.0 0.91(60/66)
KNN 83.5 68.0 99.0 0.03(2/66)

the overall accuracy is 83.5% with a sensitivity of 68.0% and a FP rate of 0.03. Notewor-
thy, the performance of SVM is higher than that the other two classifiers in accuracy.

We also directly applied the VGG-16 for lung nodule features extraction without
fine-tuning, and a compare of the experiment results with that of the fine-tuned VGG-16
with 10-fold cross validation is shown in Table 4. From Table 4, it can be seen that in the
case of directly applying the VGG-16 for lung nodule features extraction without
fine-tuning only achieved an accuracy of 79.5% with a sensitivity of 87.57% and a FP
rate of 0.39. Whereas with the fine-tuned VGG-16, an accuracy of 87.8% with a sensitivity
of 88.2% and a FP rate of 0.32.

This preliminary work examines the effectiveness of using pre-trained deep CNN
networks to distinguish nodules and non-nodules. This study can be extended to various
classification tasks such as parenchyma mass and polyps and can be used hierarchically
with models trained to localize nodule candidates and quantify. Some reasons for the
success of the classification include the automatic extraction of features rather than an
artificial calculation way [15, 16, 21]. In practice, it is impossible to extract effective
features without knowing the real meaning of nodule features by CNN models. For that
reason, we used a CNN model in our work for feature extraction. Also, the state-of-the-art
deep CNNs performs well in image classification tasks, however, limited by the size of
image library, it is hard to train a very deep CNN model for nodule detection. For that
reason, we used a fine-tuned VGG model in our work for feature extraction which applied
the state-of-the-art deep CNNs to nodule detection tasks. It can be concluded that Deep
Learning using Convolutional Neural Networks would be a good option for focal lesion
classification and the use of pre-training CNNs would be one of the best choices to achieve
one of the best results.

6 Computation complexity

Now we analyze the computation complexity of the proposed method, which consists of
the time complexity and the space complexity. The time complexity determines the
training and test time of a method, and the space complexity determines the number of
the parameters of a method. Firstly, we analyze the time complexity of the proposed
method. The forward-passing through each layer mainly consists of two procedures:

Table 4 Comparing experiment with fine-tuning and without fine-tuning

Method Accuracy (%) Sensitivity (%) FPs rate
VGG-16 with SVM 79.5 87.57 0.39
Fine-tuned VGG-16 with softmax 87.8 88.2 0.32
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pre-computation of inner products, and approximate computation of layer response. For
each convolution layer, the time complexity of the forward-passing is

Time~O (MZ'KZ'Cin'Cout) (5)

where

XK + 2*Padding

M
Stride

+1 (6)

M is the size of the output feature map of each convolution kernel, K is the size of each
convolution kernel. For VGG-16, K =3, C,,, is the channel number of each convolution kernel,
also the output channel number of a pre-layer. C,,, is number of convolution kernel of the
current layer. X is the size of input image. Here, we assume that all input image patches and
convolution kernels are squares.

The proposed method is based on the VGG-16 model. The VGG-16 model has 16 weight
layers, including 13 Convolution layers and 3 fully connected layers. Therefore for the
proposed method, the time complexity of the forward-passing is

Time~O (Y)=|°M}K;-C1-1-C)) (7)
where d is the layer number of the VGG-16, also termed as depth. / is the "
C; is the number of output channel of the I" convolution layer,

From what mentioned above, it can be seen that the time complexity of the proposed
method largely depends on two parameters, M (the size of the output feature map of each
convolution kernel) and K (the size of each convolution kernel). Large values of M and K will
lead to more fine-grained quantization, but is less efficient in the computation and storage
consumption. In practice, we usually vary these two parameters to balance the tradeoff
between the test-phase efficiency and accuracy loss of the quantized CNN model.

About the space complexity of the proposed method, we defined it as

convolution layer,

Space~O(d = Y{='9K?-Cy1-Cy) (8)

7 Conclusion

Focusing on improving the performance of FP reduction, we investigated and presented a
transfer learning method for lung nodule detection based on pre-trained deep CNN model and
SVM. Experiments demonstrate the effectiveness of the proposed method in reducing FPs.
The proposed methods could be applied for the detection of many other potential lesions, such
as mass and polyp. In future, further investigations include evaluating it on more clinical data
and promoting it in clinical practice with the aid of radiologists and surgeons.
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