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Neural Filter with Selection of Input Features and Its

Application to Image Quality Improvement of

Medical Image Sequences∗

Kenji SUZUKI†, Isao HORIBA†, Noboru SUGIE††, Regular Members,
and Michio NANKI†††, Nonmember

SUMMARY In this paper, we propose a new neural filter
to which the features related to a given task are input, called a
neural filter with features (NFF), to improve further the perfor-
mance of the conventional neural filter. In order to handle the
issue concerning the optimal selection of input features, we pro-
pose a framework composed of 1) manual selection of candidates
for input features related to a given task and 2) training with
automatically selection of the optimal input features required for
achieving the given task. Experiments on the proposed frame-
work with an application to improving the image quality of med-
ical X-ray image sequences were performed. The experimental
results demonstrated that the performance on edge-preserving
smoothing of the NFF, obtained by the proposed framework, is
superior to that of the conventional neural and dynamic filters.
key words: input feature, automatically selection, edge preserv-
ing, optimal input, dynamic filter

1. Introduction

Recently, applications utilizing digital video technolo-
gies have increased dramatically in various fields such
as medicine, industry, robotics, transportation systems,
and so on. Accordingly, demands for noise reduction al-
gorithms for dynamic image sequences are increasing.
Especially in the medical field, noise reduction algo-
rithms are indispensable for digital X-ray imaging sys-
tems because of the reason below. High-dose X-ray has
to be used to reduce quantum noise in X-ray images.
Consequently, not only patients but also medical doc-
tors are heavily exposed to radiation. Therefore, noise
reduction of the X-ray image sequences obtained at low
exposure levels has been desired fervently by medical
doctors. In order to improve the quality of image se-
quences, various dynamic filters have been proposed so
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far [1]–[6]. However, how to determine the optimal fil-
ter coefficients suitable for a given task has remained a
serious issue in these conventional filters.

Recently, nonlinear filters based on multilayer neu-
ral networks (here referred to as NNs), called neural
filters (here referred to as NFs), have been proposed.
In these filters, the filtering characteristics can be de-
termined by training with a set of input and desired
teaching images [7]–[19]. Since it has been proved that
any continuous mapping can be approximately realized
by multilayer NNs [20], [21], we trust the NFs to have a
high performance; we have continued researches on im-
age processing using the NFs [13]–[19]. In applications
of the NFs to improving the image quality of medi-
cal image sequences, the performance on preserving the
edges of moving objects is not sufficient, although that
on noise reduction is very high [13]–[16], [19]. There-
fore, how to improve the performance on preserving
edges has remained a serious issue.

In this paper, we propose a new NF to which the
features related to a given task are input, called a NF
with features (here referred to as NFF), to improve the
performance of the conventional NF. In general, we can-
not clearly know the optimal input features required for
achieving the given task. In order to handle the issue
concerning the optimal selection, we propose a frame-
work composed of 1) manual selection of candidates for
input features related to the given task and 2) train-
ing with automatically selection of the optimal input
features required for achieving the given task.

Experiments on the proposed framework with ap-
plication to improving the image quality of medical X-
ray image sequences are performed. The goals of im-
proving the image quality of medical X-ray image se-
quences are: (1) to remove quantum noise from low-
dose X-ray images in order to reduce X-ray exposure
to patients and (2) to enhance rapidly moving diagnos-
tic objects in order to discern them clearly. To achieve
these goals are exceedingly difficult for conventional dy-
namic filters: the quantum noise in medical X-ray im-
ages is not mare Gaussian noise but a specific type of
noise called quantum mottle. The quantum mottle is
caused from the effects of the compound characteristics
of a measurement system. The conventional dynamic
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filters are developed on the assumption that noise is
Gaussian. Furthermore, the objects in medical images
move so rapidly in comparison with general image se-
quences, while the conventional dynamic filters are de-
veloped for general image sequences. Thus, the conven-
tional dynamic filters would not be necessarily suitable
for reducing noise from medical X-ray image sequences.

Below, through comparative evaluation with the
conventional NF and the conventional dynamic filters,
the effectiveness of the proposed framework and the
NFF are shown.

2. Proposed Framework

2.1 Architecture of the NFF [22]

The architecture of the NFF is shown in Fig. 1. t0 and
T in the figure denote the time of the current frame
and the time interval between frames, respectively. The
NFF consists of a modified multilayer NN, in which the
activation functions of the units in input, hidden and
output layers are an identity function, a sigmoid func-
tion and an identity function, respectively. The inputs
to the conventional NF are only pixel values in the input
window. In addition to them, the features related to a
given task are input to the NFF in order to improve
further the performance of the conventional NF: the
inputs to the NFF are an object pixel value g(x, y, t),

    

    

Fig. 1 Architecture of the NFF.

spatiotemporally adjacent pixel values and the features
calculated from the pixel values in the input window.
The output of the NFF is represented by

f(x, y, t) = GM ·NN(Ix,y,t), (1)
Ix,y,t = {g(x− i, y − j, t− k), Fm(x, y, t)

|i, j, k ∈ RST , 1 ≤ m ≤M}, (2)
Fm(x, y, t) = ϑm[{g(x− i, y − j, t− k)

|i, j, k ∈ RST }] (3)

where x and y denote the indices of spatial coordinates,
t the index of temporal coordinate, I the input vector
to the NFF, NN(I) the output of the multilayer NN,
GM a normalization factor, RST the region of the input
window, M the number of input features, Fm the mth
input feature, and ϑm(·) the operator calculating the
mth input feature.

The error to be minimized by training is defined
as

E =
1
P

∑
p

(T p
C/GM −Op/GM )2 (4)

where p denotes a pattern number, T p
C the pth training

data in the teaching images, Op the pth training data
in the output images, and P the number of training
patterns. The NFF is trained by the modified back-
propagation (BP) algorithm [23], which was derived for
the above structure in the same way as the standard
back-propagation algorithm [24], [25], until the follow-
ing condition for stopping training is fulfilled: the error
E gets smaller than or equal to the predetermined er-
ror EP , or the number of training epochs exceeds the
predetermined number TP .

2.2 Method for Selecting Input Features

The method for designing the structure of the NF [26]–
[28] is adopted as that for selecting the input features of
the NFF. The input features are selected automatically
under the mean square error criterion during training.
An explanatory figure for the training with automati-
cally selection of input features is shown in Fig. 2. First,
we select candidates for the input features related to a
given task. Next, the NFF to which the candidates are
input is trained. The input features are selected on the
basis of the influence of intercepting each candidate on
the error. The candidate with the smallest influence is
excluded first. The damage of excluding it is recovered
by retraining. Excluding and retraining are performed
alternately, and then the optimal input features are se-
lected rationally.

Let m and E(m) define the input feature number
and the error after intercepting the mth candidate for
input features. The training with automatically selec-
tion of input features is composed of the following steps:

[Step 1] NFF to which the candidates for input fea-
tures are input is trained.
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Fig. 2 Training with automatically selection of input features
for the NFF.

[Step 2] Intercept the mth candidate experimentally
and calculate E(m).

[Step 3] If every candidate is examined by intercept-
ing it experimentally and calculating E(m), then
go to Step 4, else go back to Step 2.

[Step 4] Exclude the ath candidate where E(a) is the
minimum among E(m)’s.

[Step 5] Retrain the NFF, which has been excluded
the ath candidate, by the modified BP algorithm
until the condition for stopping training is fulfilled.

[Step 6] If E ≤ EP before the number of training
epochs exceeds TP ; then memorize the weights and
the structure, and go back to Step 2; else finish the
steps.

The training, calculating E(m) and retraining in the
Steps 1, 2 and 5 are performed by using the same train-
ing data set.

3. Experiments to Construct NFF for Medical
Image Sequences

3.1 Method for Synthesizing Input and Teaching Im-
ages [14]

3.1.1 Synthesizing Low-dose X-ray Image Sequence

Since the X-ray quantum noise is signal-dependent
Poisson-distributed noise [29], a low-dose X-ray image
gL(x, y, t), an input image to the NFF, can be syn-
thesized from a high-dose X-ray image with negligible
quantum noise gH(x, y, t) as the following equations:

gL(x, y, t) = gH(x, y, t) +XN (σ), (5)

σ = kN

√
gH(x, y, t) (6)

where XN (σ) denotes white Gaussian noise when its
standard deviation is σ, and kN a parameter determin-
ing the amount of radiation dosage.

3.1.2 Synthesizing Teaching Image Sequence

In order to restore the spatial blur caused by a measure-
ment system, a teaching image TC(x, y, t) is synthesized
from the high-dose X-ray image by performing the in-
verse filtering of the spatial blur MTF−1(·) as follows:

TC(x, y, t) =MTF−1{gH(x, y, t)}. (7)

The parameter kN was set to 0.24% of the maximum
level of the gray scale on the basis of the actual measure-
ment of the noise in low-dose X-ray images;MTF−1 (·)
was realized on the basis of the actual measurement of
a real system [30].

3.2 Construction of the NFF

3.2.1 Candidates for Input Features

Since the given task is the edge-preserving smoothing of
image sequences, we selected candidates for input fea-
tures correlated with spatiotemporal/spatial/temporal
edges, noise reduction and the motion of objects as fol-
lows:

1) Variance of the pixel values in RST ,
2) Variance of the pixel values in RS ,
3) Variance of the pixel values in RT ,
4) Variance of the values projected along the time axis
in RST ,

5) Gradient of gray levels at the object pixel [31],
6) Laplacian of gray levels at the object pixel [31],
7) Mean for the pixel values in RST ,
8) Mean for the pixel values in RS ,
9) Mean for the pixel values in RT ,
10) Difference between the pixel value at the object

pixel in the current frame and that in the previous
one

where RST , RS and RT denote a spatiotemporal input
window, a spatial region in the current frame in RST

and a temporal sequence at the same spatial coordi-
nates of the object pixel in RST , respectively.

3.2.2 Training the NFF

The spatiotemporal input window of the NFF consisted
of five pixels in each of five consecutive frames, as Fig. 1
shows. The number of units in the input, hidden and
output layers were 135, 20 and 1, respectively. This
structure was determined experimentally. Samples of
the images used for training are shown in Fig. 3. Fig-
ures 3 (a) and (b) show the input images to the NFF.
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In the figures, the current and the last frame in the
input window of the NFF are shown. Figure 3 (c)
shows the teaching image. These are angiograms of left
coronary arteries of the heart (size: 512 × 480 pixels,
maximum level of the gray scale: 1,024, and frame
rate: 30 frames/sec.), acquired with a digital angiog-
raphy system. In the figures, the edges of the images
are trimmed to display the regions of interest large. In
angiograms, arteries which is diagnostic objects move
most rapidly of all medical image sequences. There-
fore, to improve the image quality of this kind of image
sequences is difficult.

The training set was made by sampling 12,000
points at random from the consecutive six frames. The
predetermined number of training epochs TP was set
to 150,000 epochs. The training with automatically se-
lection of input features was applied to the NFF. The
training in the Step 1 was performed for 150,000 epochs
where each epoch consists of training run of 12,000
points. The training in the Step 1 converged with the
error E of 1.7%. We set the predetermined error EP

to this error, 1.7%. The redundant input features were
excluded during the Steps from 2 to 6. Each retraining
in the Step 5 was finished on zero to six epochs.

3.2.3 Results of Feature Selection and Discussions

The following input features were selected after apply-
ing the training with automatically selection of input
features:

1) Variance of the pixel values in RST , i.e., the edge

Fig. 3 Exsamples of the images used for training (Angiograms
of left coronary arteries of the heart). (a) Simulated low-dose
X-ray image, the last frame in the input window of the NFF
g(x, y, t0 −4T ). (b) Simulated low-dose X-ray image, the current
frame in the input window of the NFF g(x, y, t0). (c) Teaching
image TC(x, y, t0).

information related to motion;
6) Laplacian of gray levels at the object pixel;
8) Mean for the pixel values in RS , i.e., a mean value
robust against motion; and

10) Difference between the pixel value at the object
pixel in the current frame and that in the previous
one, i.e., the information related to motion.

The input features 1), 8) and 10) are the features
related to motion. We considered that these features
were selected because the objects in the images used
for training move dynamically. The spatial character-
istic of the input feature 6) is about equal to that of
MTF−1(·). We considered that this would be the rea-
son for remaining this feature. Since the selected fea-
tures 6), 8) and 10) can be calculated from the pixel
values in the input window by multiplication and addi-
tion, these features seem to be redundant inputs from
the theoretical point of view. However, it is not guaran-
teed that the NF acquires the calculation of these fea-
tures through training. Indeed, the NFF from which
these features had been excluded was inferior to the
original NFF even if retraining was performed. This re-
sult demonstrated that the NFF is more effective than
the NF from the practical point of view.

4. Comparative Evaluation

4.1 Comparison with the Conventional NF

4.1.1 Image Quality of Output Images

The performance of the NFF is compared with that of
the conventional NF. To compare the performances of
these filters under the same conditions, all parameters
of the conventional NF were set to the same ones as
the NFF except for the input features, i.e., the NF was
trained using the same training set; the number of input
units of the conventional NF was 125 (135 – ten input
features). The output images of the conventional NF
and the NFF are shown in Figs. 4 (a) and (b), respec-
tively. In the output image of the conventional NF, the
edges of the arteries, which are a diagnostic region, are

Fig. 4 Comparison of the output image of the NFF with that
of the conventional NF. (a) Output image of the conventional
NF. (b) Output image of the NFF.
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blurred spatially. In contrast, the edges in the output
image of the NFF are sharper.

4.1.2 Filter Characteristic

In order to clarify the filter characteristic of edge-
preserving smoothing, the DQE (Detective Quantum
Efficiency) [32], [33] was adopted as a metric. The DQE
is defined as

DQE(h) =
MTF 2(h)
WS(h)

=
|S(h)|2
|N(h)|2 (8)

where h denotes the spatial frequency,WS(h) the Win-
ner spectrum, MTF (h) the modulation transfer func-
tion of a system, S(h) that of the system to which
only signals (but noise) are input, and N(h) that of
the system to which only noise is input [34]. The DQE
expresses the filter’s transfer function of the squired
signal-to-noise ratio. The results of measurement of
the DQE are shown in Fig. 5. In contrast to the con-
ventional NF, the DQEs from middle to high frequency
of the NFF are higher. This result indicates that the
performance on edge-preserving smoothing of the NFF
is higher than that of the conventional NF. The DQE
around 0.25 of frequencies are lower than the others
are. This is due to the convolution with a small local
window.

4.2 Comparative Evaluation with the Conventional
Dynamic Filters

4.2.1 Image Quality of Output Images

We compare the NFF with the motion-adaptive recur-
sive filter (MARF) [3] and the adaptive weighted aver-
aging filter (AWAF) [2]. The MARF is a kind of re-

Fig. 5 Comparison of the performance on edge-preserving
smoothing of the NFF with that of the conventional NF.

cursive filters. In the MARF, a parameter determin-
ing the quantity of noise reduction is adaptive to the
estimated motion. The MARF is utilized for a video
processing system for medical X-ray image sequences,
which is widely used in hospitals. The AWAF is devel-
oped for noise suppression in image sequences without
spatial blur. This is a well-known representative as a
filter with good performance.

To compare the performance of the NFF with those
of the conventional filters fairly, the parameters of the
conventional filters were determined carefully. The pa-
rameters of the MARF were set to those used in real
systems. These had been determined by a large number
of tests in clinical evaluations. According to the method
for determining the parameters of the AWAF in [2], the
parameters were determined by using amount of noise
in the input image sequence used in this experiment.

Output images of the NFF and the conventional
dynamic filters in filtering the non-training images are
shown in Fig. 6. Figure 6 (a) shows the current frame
in the input image sequence. Figure 6 (b) indicates the
motion of arteries, which is the image subtracted be-
tween consecutive two frames of the high-dose X-ray
image sequence. In the output image of the MARF,
the contrast of moving arteries is low. We cannot dis-
cern the moving arteries well due to blurring. In this
kind of images, the contrast of the moving arteries is

Fig. 6 Comparison of the output image of the NFF with those
of the conventional dynamic filters in filtering non-training image.
(a) Current frame in the input image sequence. (b) Motion of
arteries. (c) Output image of the MARF. (d) Output image of
the AWAF. (e) Output image of the NFF.
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extremely important, because medical doctors diagnose
some diseases on the basis of the state of the motion
of moving arteries. In the output image of the AWAF,
the contrast of the moving arteries is also low. Al-
though the edges of arteries seem to be sharper, they
are slightly over-correction and unnatural. This result
is not desirable: the shape of artery is extremely im-
portant, because medical doctors diagnose stenosis, a
kind of heart disease, on the basis of them. In contrast,
the quality of the output image of the NFF is better in
terms of the contrast of the moving arteries, the shape
of arteries and noise reduction.

4.2.2 Quantitative Comparisons

To compare more precisely, the image quality is eval-
uated quantitatively using the blurred signal-to-noise
ratio (BSNR) and the improvement in signal-to-noise
ratio (ISNR) [35], [36]. These metrics are widely used
in evaluation of the performances of image restoration
techniques and dynamic filters. The BSNR expresses
the signal-to-noise ratio of input images, and the ISNR
expresses the improvement in signal-to-noise ratio from
the signal-to-noise ratio of input images. The BSNR
and the ISNR are defined as

BSNR(t)

= 10 log10

∑
x,y∈RE

{TC(x, y, t)− TC(x, y, t)}2

∑
x,y∈RE

{Ns(x, y, t)−Ns(x, y, t)}2
(9)

where

Ns(x, y, t) = g(x, y, t)− f(x, y, t), (10)

RE denotes a region for evaluation, Ns(x, y, t) noise in
the input image, TC(x, y, t) and Ns(x, y, t) means for
TC(x, y, t) and Ns(x, y, t), respectively;

ISNR(t)

= 10 log10

∑
x,y∈RE

{TC(x, y, t)− g(x, y, t)}2

∑
x,y∈RE

{TC(x, y, t)− f(x, y, t)}2
. (11)

Furthermore, to evaluate the performance on the
motion of objects, the MEF (Motion in Each Frame)
was adopted. The MEF is defined as a mean for differ-
ences of pixel values between consecutive two frames in
the high-dose X-ray images gH(x, y, t):

MEF (t) =

∑
x,y∈RE

{
S(x, y, t)− S(x, y, t)

}2

NE ·GM
(12)

S(x, y, t) = gH(x, y, t)− gH(x, y, t− T ) (13)

where NE denotes the number of pixels in the region
for evaluation RE , and S(x, y, t) a mean for S(x, y, t).

RE was set to the region including the whole ar-
teries. The average BSNR, i.e., the signal-to-noise ratio
of the input images, was 14.4 dB. The results of calcu-
lation of the ISNRs and the MEF are shown in Fig. 7.
The images of the frame numbers from 38 through 43
were used in the training. The ISNRs of the NFF are
the highest in not only training frames but also non-
training ones. The average ISNRs of the NFF, NF,
AWAF and MARF are 6.5, 5.4, 2.9 and 0.6 dBs, re-
spectively. By comparing the ISNR with the MEF, it
is indicated that the image quality of the output im-
ages of the AWAF depends on the motion of objects,
whereas the NFF is, relatively, robuster against motion.

4.3 Evaluation with Real Low-Dose X-ray Images

4.3.1 Low-Dose X-ray Image Sequences

Since the NFF was trained using the simulated low-dose
X-ray images, the evaluation with real low-dose X-ray
images is important. The NFF and the conventional
dynamic filters were applied to real low-dose X-ray im-
ages. The input image sequence and the output im-
age sequences of the filters are shown in Fig. 8. These
images are angiograms of left coronary arteries of the
heart (size: 512×480pixels; maximum level of the gray
scale: 1,024; and frame rate: 30 frames/sec.), acquired
at a low X-ray exposure level (tube voltage: 58 kV; tube
current: 1.6mA) on a digital angiography system. In
the figures, the edges of images are trimmed to display
the regions of interest large.

4.3.2 Image Quality of Output Images

In the output image of the MARF, the contrast of mov-
ing arteries is too low to discern them. In the output
image of the AWAF, we cannot discern not only the
edges of the moving arteries but also the arteries them-
selves due to burring. It may be difficult for medical
doctors to diagnose heart disease from these images. In
contrast, the quality of the output image of the NFF
is better: the contrast of the moving arteries is higher,
the edges and the shapes of them can be discernible,
and the performance of noise reduction is better.

4.3.3 Subjective Evaluation

In order to evaluate the image quality more practically,
the output images of the NFF and the conventional dy-
namic filters were loaded into a real digital angiography
system in a hospital, and were evaluated by medical
doctors (cardiologists). The processed image sequences
were displayed under the same condition as a common
clinical use. By the evaluation, it was confirmed that
there was no artifact disturbing diagnosis in the output
images of the NF and NFF. As a result, the medical
doctors judged that the image quality of output image
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Fig. 7 Quantitative evaluation of the image quality among the output images of the
filters.

Fig. 8 Comparison of the output image sequence of the NFF with those of the conven-
tional dynamic filters in filtering real low-dose image sequence (from top row to bottom
row: t = 38T ∼ 42T ). (a) Original image sequence. (b) Output image sequence of the
MARF. (c) Output image sequence of the AWAF. (d) Output image sequence of the NFF.

sequences of the NFF was superior to those of other
filters: they could watch arteries much easier in the
output image sequences of the NFF even in the case
where these arteries moved rapidly.

5. Conclusions

In this paper, we have proposed a new NF, called the

NF with features, to improve the performance of the NF
and a framework for designing the NFF, which can se-
lect the optimal input features under the mean square
error criterion. Experiments on the proposed frame-
work with application to improving the image qual-
ity of medical X-ray image sequences were performed.
The experimental results demonstrated that the per-
formance on edge-preserving smoothing of the NFF is
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superior to that of the conventional NF. By the quan-
titative evaluation, it was shown that the performance
of the NFF is superior to those of the conventional dy-
namic filters. Through the experiments, the proposed
framework has proved to be useful to design the desired
NFFs.

We plan in the near future to apply the proposed
framework and the NFF to various kinds of images such
as natural images, traffic images, sonar images, radar
images, and so on, and evaluate the performance and
the versatility.
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